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I. PROBLEM STATEMENT

The purpose of this analysis was to attempt to isolate the effects
of unit train output on railroad costs.

Although unit train production has become increasingly important
to the rai]koad industry in recent years, particularly with the in-
creased demand for low-sulphur western coal during the Tast decade,
no statistical analysis of the effects which unit train production
may have on rail costs has been conducted to-date. The application
of statistical techniques to railroad cost and ppoduction data, there-
fore, with the specific intent of measuring or capturing unit train
effects may produce useful results in bhe areas of regulatory policy,

railroad pricing, and/or long-run logistical planning by rail shippers.

I1. DATA BASE

The data base used in this analysis consisted of railroad operating
cost and:production data for Class I American railroads. This consti-
tutes a verified data file reported to the Interstate Commerce Commission
annually by all Class I carriers.

Table 1 depicts some of the major cost and production measures
which were available for this study. As Table 1 indicates, two levels
of operating costs were available: (1) total operating expenses which
include all aspects of cost except return on investment, and (2) var-
bous functional measures of cost, such as car costs and yard expenses,
all of which add -up to total operating costs. Production measures:-
consisted of a range of output variables which were either: (1)

distance measures, (2) time measures, (3) weight measures, or .




TABLE 1. MAJOR RAILROAD COST AND PRODUCTION MEASURES AVAILABLE FROM
ICC DATA FILES.

Cost Measures Production Measures
Total Operating Expenses Car Miles
Maintenance of Way Expenditures Locomotive Unit Miles
Car Repair, Maintenance and
Ownership Tnain Miles
Locomotive Repair, Maintenance
and Ownership Hours Yard Switching
Train Operating Costs (Wage &
Non-Wage) Road Train Hours
Yard Operating Costs (Wage & Gross Ton Miles of Cars
Non-Wage) and Contents

Transportation Expenses
General Administration/Overhead Tons of Freight Originated

(4) a combination of weight and distance. Of the output measures shown,
car miles, locomotive miles and train miles may be sub-divided into unit
‘train as opposed to non-unit train output on the basis of the statistics

provided,

11I. MODEL FORMULATION
In approaching the problem, a two-step procedure was followed.
First, the highest possible explanatory cost model was devised based
on the output measures shown in Table 1. Having developed this model,
the second step in the analysis was to introduce a unit train variable
into the equation, and seeing the effect which this might have on the

cost model and the other explanatory variables.



Independent Variable Identification

0f the output measures shown in Table 1, each might be thought
to exert a substantial influence over some portion of total cost.
In addition, it was felt that certain of the potential exogenous vari-
ables (gross ton miles of cars and contents -- GTMC -- and car miles,
for example) wou]d be highly correlated; i.e., ton miles necessitate
car miles, |

A preliminary correlation analysis (Table 2) revealed that such
a situation did indeed exist. Most of distance related or weight and
distance related output variables were very highly correlated as were
the time variables with each other. To identify appropriate exogenous
variables, therefore, stepwise regression procedures were used in con-

junction with operations theory to specify the aggregate model.

Stepwise Regression

A1l of the output variables shown in Table 1 were included in a
stepwise regression procedure with total cost. The results are de-
picted in Table 3.

As Table 3 indicates, the output (independent) variable most
éiose]y associated with total cost (TOTAL), car miles (CM), was brought
into the equation first. The resulting overall "F test" for model
appropriateness was highly significaﬁf.r The standard error of the
estimate, the square root of the variance about the regression line,
was relatively small, indicating fairly precise estimates. An R2

of .97, furthermore, indicated that this variable alone explained

97% of the total variation in the dependent variable, TOTAL.

]The testing function is the ratio Ms Regress1on~’ which has an

F distribution with K, n-Kldegreesof freeggmgrr?ne "P value" or pro-
bability of ohtaining a greater F value is .0001,
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TABLE 2.

CORRELATIONS BETWEEN DEPENDENT AND INDEPENDENT VARTABLES,

Total Tons Gross Ton Road
Railway of Miles of Car Locomotive Train Road Hours
Operating Freight Cars and Miles Unit Miles Train Yard
Expenditures Originated Contents Running. .Miles Running Hours Switching
Total 1.000 .938 .928 .943 .918 .934 L9677 972
Tons .938 1.000 .890 .900 . 864 .873 .933 .929
GTMC .928 .890 1.000 .998 .981 .973 .833 .845
CM 943 .900 .998 1.000 .984 .979 .855 .866
LUM .918 .864 . 981 .984 .000 .978 .820 .824
™ .934 .873 .973 .979 .979 1.000 .849 .860
ROADHR .967 .933 .833 .855 .820 .840 .000 .967
YARDHR .972 .929 .845 .866 .824 .860 .967 1.000




TABLE 3, STEPWISE REGRESSION RESULTS FOR POTENTIAL INDEPENDENT VARIASLES. ™

FORWARD SELECT IUN PRUCEDURE FOR DEPENDENT VARIALLE TOTAL

STEP 1 VARIABLE €M ENTERED R SQUARE = 0.97282628 Ci{P) =  230.75T16367
nE SUM OF SQUARES MEAN SCUARE F PROD>F
REGRESS ION 1 28994034952370970000.0000 2.399403495237E+19 1933.26 0.000t
ERRUR 54 809856479539441TA00.0000 1.499749621101E+16
TGTAL 55 29803899747/55391000.0000
B VALUE STD ERROR TYPE If SS £ T PRODSF
INTERCEPT  79219199.66635149
cu 0.75236401 0.01751130 2.3993034052376+19 1933.26 0.7001
STER 2 VARIABLE YAROHR ENTERED R SQUARE = 0.99334279 c{p) = 19.27326299
DF SUM OF SQUARES MEAN SCUARE E PRCE>F
RESRESSION 2 29605489009236542000.C000 1.4302744504126+19 3954.15 0.00%1
ERR0A 53 1934 10739518084 739043000 3,7a3393495384€E415
TaTAL 55 29803393TA7765301000.0000
B VALUE STO ERROA TYPE It sS F PREOA>F
INTERCEPT 8546967.53545155
< 0.51955648 0.02012261 2,495564343334E+18 666465 9.5001
¥ AROHR 814.23205497 32.41208867 6.114540553756E417 163.33 0.0001
STEP 3 VARIABLE GTMC EMTERED R SQUARE = 0.594965694 cwP) = 4.37288992
OF SUM OF SQUARES MEAN SGUARE F PROSDF
REGRESSION 3 29653394843760246300.0000 O.8346316162535+18 3426.56 0.0001
ERRCR 52 150004399005143909,0000 2.884709596253E+15
. TOTAL 55 260803a9974775539]1 000.0500
. B VALUE STO ERROR TYPE 1I SS F PRCB>
INTERCEPRT 9847474 .54608339
cu 1-11304837 0. 14595579 1677554305499851030 58415 0.6001
STHC ~0.00853482 3.00203352  a484058405137R3472 16.79 0.0001
Y ARDHE 364.50363760 30.93361223 400531763336639630 138,85 0. 0001
STEP & VARIABLE LuM ENTERED R SQUARE = 0,995373583 cep) = 2.53429836
DF SUM OF SQUARES MEAN SCUARE F PROY>F
REGRE SSION 4 29664849230339832000.0000 7.416222307600E+18 2720.85 0.0001
ERRMIR s1 13901051736 55572300000 2.7256964189325+418
TOTAL 5 29303499747755391000.0000
8 VALUE STD ERROR TYPE 11 S5 F PROB>F
[NTERCEPT 6340964.21253206
M 090032530 0. 17690281  70678954070341920 25.93 049001
GTHMC ~0.00690654 0.00213152 273198401706¢7760 10.02 3.0026
LU 1.23164531 0-03639537 109943316395 8664 4 4,03 0.0453
¥ ARDHR 395.25356808 33.7425371a 374000622739952640 137 .01 2<0001

HS OTHER VAR TAZL £S5 MET THE

*Dpes not include data, for Conrail, which was excluded from the sample, a3s will be explained in a later section

of the study.

Includes only those railroads which previde unit train service.

U«5000 SIGHIFICANCE LEVIL F:i)33 ENTRY I[NTQ THL “UXEL.
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Constructing a hypothesis test fior the model in Step One (Table - -
4) it.becomes apparent that the simple Tinear model of car miles on
total cost is a good approximation of the relationship between cost and
output.

In Step Two of the procedure, the variable "yard switching hours"
(YARDHR) was brought into the equation. As Table 3 indicates, addition
of the variable caused a significant improvement in the explanatory
value of the model, as measured by the partial F statistic of 163;
highly significant at the 99% confidence Teve1.2 The R2 also increased
as a greater proportion of the variance of Y was explained by the ex-
panded model.

In Step Three, the variable "gross ton miles of cars and contents®
(GTMC) was brought into the regression. As before, the addition of the

new variable increased the proportion of the variance in TOTAL explained

2 increased

by the model. The partial F test was significant and the R
slightly. However, at this stage of the procedure, a problem occurred.
The variable GTMC had an unexpected (negative) sign. This is contrary
to operations logic. Furthermore, as noted in Table 1, the variables

CM and GTMC are highly correlated. The negative sign, therefore, may

well be a sign of multicollinearity. For these reasons, a decision

2The partial F denotes the significance of the extra or incre-
mental reduction in the unexplained portion of the sum of squares of
TOTA1 caused by the addition by YARDHR to the model. The general
formula for the incremental S$ for a two variable model is given by:

SS(XZIX]) = SSR (Xl’XZ) - SSR (X]).

The test function is the ratio SS(X,|X;)/MSE (Xy,X,). This ratio is
F distributed with 1 and {n-p-2) deareés of freédo% under the Ho‘



TABLE 4. . HYPOTHESIS TEST: STAGE ONE OF STEPWISE REGRESSION

Item Description/Value

Testing Function Mean square regression/mean Square érror

Test Statistic F with K, n-K-1 degreesof freedom

HO: There is no linear relationship between CM and
TOTAL; B, = 0.

Decision Rule: If Fca] 7 F, n, n-k-1, for an alpha of .01, then
reject HO

Conclusion: Reject H0

was, made to halt the stepwise procedure after the second stage.4

The aggregate model which thus came out of the stepwise procedure

was:
A " A »~

(1) ¥ = B0 + B] X1 + 82 X2 + E
where:

X] = car miles

X2 = yard switching hours

E = error term

N

B = estimated coefficients

This model, however, it will be noted, says nothing about the effects
of unit train output on costs. After the major causal variables had
been identified, therefore, unit train measures were introduced into
the equation in an effort to explain the effects of unit train output

on cost.

4Whﬂe an additional variable, road locomotive unit miles (LUM),
was added after GTMC, the variable was barely significant at the 95%
confidence level. Therefore, because of this and because of its high
correlation to car miles, it was decided not to include the variable
in the model.
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Unit Train Model

The model depicted in equation (1) was thus modified to account
for unit train output, as depicted below:

A
X2 + B, X, + E

' A A A
(2)Y=BO+B]XT+B X3

2
where:

X3 = unit train miles of output.

The sample used, as noted éar?ier, contains only those railroads which
originated unit train traffic in 1979 or 1980.

Table 5 depicts the results of the respecified model. Several
things will be discussed on the basis of this and subsequent tables.
First, the adequacy of the model containing a unit train output vari-
able will be noted. Second, an analysis of the residuals of the regres-

sion will be undertaken. And third, the question of multicollinearity

will be addressed.

IV. INTERPRETATION OF STATISTICAL RESULTS

First of all, a unit train model calibrated on the basis of Class
I railroads which originate unit train traffic (including Conrail) is
clearly a significant aid in expiaining the variance of total cost.
The overall F test is significant at the 99% confidence level; an R2
of nearly .99 indicates that 99% of the variation in TOTAL is explained
by the model; and a coefficient of variation [(o/Y } 100 ] of 13.6
indicates that while there is considerable variation about the dependent

variable mean, this does not appear unduly troublesome given the wide

range of railroad sizes and configurations.
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TABLE 5.
OEP VARIAULE: TOTAL .
sUv% OF WE AN

SOURCE DF SQUARES SQUARE F VALUE PROB>F
MIDEL 3 5.291235+19 L1.7637566+19 1578.544 0.0001
EHROR 54 6.0313S8E+L7 1.11733E¢+16
C TOTAL 57 5.35162E+19

RODT MSE 105703848 R—SQUARE 0.9887

DEP MEAN PTA546707 ADJ R-5Q 0.9581

C.Va 13.6474 9

PARAMETER STANDARD T FOR HOZ )

VARILABLE DF ESTIMATE ERROR PARAMETER=TD) prOB > | T} TOLERANCE
INTERCEP 1 —-52011 066 18357817 -2.833 0.0065 .

’ 1 0.459354 0.043044 10,672 0.0001 0.0938021
UTM 1 -24.752948 10.044555 —2.46% 0.0169 0.327429
YARDHR H 650,420 40,604378 16.018 0.0001 0.163921

PREDICT STO ERR STD ERR STUDENT
_0BS | 1D ACTUAL VALUE PREDECT RESIDUAL RESIDUAL RESIDUAL
1 BO 1.0E¢#09 1.lE+09 23728937 -1.,3£+08 1,0E+08 ~1.3t1 £x
2 BQ 8.3E+08 1.0E+09 (9098170 —1.2£408 |.0E+08 —t.122 %
3 BM 1.36+08 83633586 17288190 48560414 1.0£+08 0.466
4 BM 1. LE+08 71090416 17358780 240313584 1.0E+04 0,397
5 CO B.7TE+0B 9.1E+08 17304579 ~3.4E+07 1.0E+08 -0.329
6 CO B.3E+08 9.8E+08 172248954 —1.56+408 1.0E+08 ~12450 £k
. 7 CR . 4.5E+09 4.3E+09 74630415 J3,2E405 74857223 4,276
8 CR 3.7 +09 3.SE+09 S1701703 1.7€403 92196732 t.851
9 DH 1. 3E+08 40203579 17717303 90303421 1.0E+08 0.867
t0 DH 1.2E+08 37718445 17764407 82986555 1.,0E+08 0777
_..3L DTI  96029000_37407439 17631780 SBG21561 1.0E+08 04562
12 071 765360070 13321101 17790668 63264899 1.0E+08 0.607
13 EJE 1.3E+08 1.9E+08 21366851 —6.4E+07 L.OE+33 -0.621 *
14 EJE 93796000 1.1E+08 19146903 —1.4E+07 1.0E+08 -0.138
15 GTW T2,a£+08 3.2E+08 19209291 -7.1E+07 1.0E+08 —0+687 *
16 GTA 2.0E408 2.3E+08 17803692 —3.2E+07 1.0E+08 —0«310
17 PLE 59495000 1«2E+08 19074060 —6.5E+07 1.0E+03 -0.627 *
18 PLE £2890000 88602287 18631815 —2,.6E+07 1.0E+00 -0.247
19 WM . 65745000 18361654 17763540 47383356 1.0E+08 04455
20 WM 84308000 15155159 17765542 69152841  1.0E+38 0,664
21 AGS 92735000 73471312 1751136% 19263688 1.06+03 0.185
22 AGS BS637000 64153717 17516419 214462383 1.0E+0d 0.206
23 CGA 1.26+08 99100410 17006493 24139590 1.0E+0B 0.231
24 CGA 1.2E 408 1.1E£+08 16956047 19422157 1.0E+08 0.187
25 CNTP 1.56408 L.30408 17779427 132332384 1. 0E+08 0.176
26 CNTP 1.3E408 1.1E408 17630296 14405787 1.0E+08 0.138
27 ICG 1.0E+09 1.1E+09 18355446 —-5.3E407 1.0E+04d ~De512 *
28 1CG Q.SE+08 Q.6E+0D 16554452 —1,.86+07 1.0E+08 -0.172
29 LN 1.1E+09 1.2E+09 18327313 —1.1£+408 1.0E4+08 ~1l.028 L
30 LN 1.0E+39 1.1E+09 20042920 —9.0E+07 1.0E+04 -0.870 *
31 soU G.SE+0S 9.4E4+08 17262861 18676460 1.0E+28 0.179
iz sou G, OE+DB G.1E+08 15791406 —1.0E+07 1.0E+08 -0.097
_ 33 ATSF_ ___2.0E+09_ 1.9E+09 32607424 55991289 _ 1.0E+08___ 0557 -
34 ATSF Z.0E4+09  1.9E+09 32564453 S2631157 L.0E+087 0.523
35 BN 2.7E+03 2.B8E+09 66222700 —6.3E+07 82383455 —0.759 *
36 8N 2.7E+00 2.TE+Q0Q 78175695 9823835 71146779 0.128
37 CNW  B.6E+08 . 1.0E+09 17095868 —1.6E+08 1.0E+23  -1.437 **
38 CNW 8. TE+08  1.0E+D9 15401465 —1.4C+408 1.0E+08 -1.353 %
39 MILW 6.6GE+08 6.1E4+408 15374611 40426016 1.0E+08 0.387
40 MILW A.6E+08 4 .4E+08 15572521 24570740 1.0E+08 0.235
41 CS 1.2E+08 9679776 _18305159 1.1E+08 1.0E+03 1.102
a2 Cs [.26+08 16291401 18837609 1.1E+03 1.0E+08 1.011
A3 DRGH 2.5E4+08 2.1E+08 16412694 41201914 1.0E+08 0.395
44 DRGW 2.3 +08 1.,9E+08 16826124 45400444 1.,0E+08 0.435
45 DMIR 91640000 32442374 17593255 59197626 [.0E+08 0,568
46 D™IR 73732000 14242051 17743886 59439949 1.0E+08 0.571
47 FaD 93211000 A40231060 17930730 52929940 1.0E+08 0.508
48 FWD 1.2E +08 61912176 13564240 55712824 1.0E+03 0.5 35
49 KCS 2.3E+08B  2.6E+03 16493727 —2.6E+07 1.0E+408 —0.253
50 KCS 2.4C +08 2.TE+08 16446277 —2.8E+07 1.0E+08 -0e.254
51 MKTY 5.0E+08B 1.9E+03 16350637 7133527 1.0E+403 0.068
52 AKT Z.1E+08 2.2E+08 16112477 —-7408897 1.,0E+08 ~0a0T71
53 MP  1.5E+29 1.6E+09 19655859 —1.3E+08 1,0E+08  ~1.250 *
54 MP 1.56+09 1.6E+09 20664019 -1.3E+08 1.0E+408 ~1.287 £t
55 SP 2.2E+09 2.1E+09 495611820 81159657 93337938 0.370
56 SP 5,0C+09 2.4E+09 34385661 —4.3E+08 99731231 ~4 ,295 |#¥kiEs
57 UP  1.BE+09_ 1.TE+09 50138799 48040089 93055920 0.5t6 B
58 uP 1.7E+409 1 .6E+309 47573093 | .2E+08 94393346 1.323
su4 OF RESIDUALS ' .00000482793 '
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RESULTS OF REGRESSION ANALYSIS FOR UNIT TRAIN COST MODEL, INCLUDING RESIDUAL AND COLLINEARITY DEAGNOSTICS.
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The tests for significance of the individual parameters shown
in Table 5 {the T test for the null hypothesis that B = 0) are all
significant at the 95% level. The sign of the parameters, further-
more, is logical as well, Here, it is expected that unit train miles
would have a negative sﬁgn; that is, after controlling for CM and
YARDHR the effect of unit train miles is to lower cost. For example,
every yard hour incurred switching results in a cost of $650, while
an expense of 46¢ is incurred per car mile. However, if the shipment
is a unit train, a cost savings of $24 per mile will be incurred over

non-unit train shipments.

Residual Analysis

Table 5 also presents detailed data concerning the residuals of
the regression, or the portion of the variation in Y ( Y - Y) which
is not explained by the straight-line regression.

An analysis of outliers immediately flagged two railroads: Conrail,
or Consolidation Railway Corporation, and the Southern Pacific. It was
anticipated that Conrail would be an outlier, because of poor financial
history and the current situation of the rai]road.5 Conrail's 1979
standardized residual value lay 3 standard deviations from the mean
{the mean of all Ei's is zero). On the basis of an understanding of
the history and financial posture of the railroad, and on the basis
of a large residual value, it was decided to eliminate Conrail.from
the sample.

560nra11 is a government-created and financed amalgamation of
several bankrupted railroads in the northeastern U.S. The carrier
started with a poor physical system, little or no financialrcapital,
and stiff truck competition for its traffic base. It was therefore

anticipated that a large positive difference would exist between the
actual and predicted values.
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The second extreme case, the Southern Pacific, was somewhat more
difficult to evaluate. It was not expected that this railroad would
exhibit a negative deviation of 3 SD's about the mean in terms of its
residual value. Furthermore, in the second year of the data, the
Southern Pacific exhibited a small, "near-normal" deviation of 1 SD
about the mean. It was decided, therefore, to rerun the analysis
after excluding Conrailippior to making a final determination regarding
the SP.

As Table 6 denotes, excluding Conrail from the sample did nothing
but good things for the model. The fit improved dramatically for the
exclusion of just one case. The F statistic more than doubled. The
sum of squares of“fotalywas reduced by over 1/3. The coefficient of
variation, consequently, dropped to 7.73. The parameter estimates
themselves change (CM increasing to .60, YARDHR dropping to 357 and
UTM remaining relatively stable}. A1l statistical tests for signifi-
cance (T-tests).were now significant at 'the 99% level, furthermore.
The QR, however, remained a severe outlier but now for both years,
and in opposite directions. It was decided, therefore, to eliminate
the Southern Pacific from the final analysis as well.

Table 7 depicts. of the results of the regression analysis for
the reformulated data set excluding the SP. As was the case with
the exclusion of Conrail, the omission of SP from the data base served
to improve the fit of the linear model. Once again, a further reduction

“ "

in the unexplained sum of squares for total was achieved. The F statistic:

increased by 42%, the R2 increased slightly, and the coefficient of

11



PROO>F
0.0001

TABLE 6. RESULTS OF REGRESSION ANALYSIS FOR UNIT TRAIN COST MODEL EXCLUDING CONRAIL DATA.
DEFP VARIABLE! TOTAL o .
SuM aF ME AN
SDURCE DF SQUARE S SQUARE F VALUE
AJDEL 3 2.96706E+19 9.83021E+13 3458.675
ERAGR 52 1,33282E+17 2.563L1E+15
C TOTAL 55 2.98039E+19
ROUT MSE 50627160 R—~SQUARE 0.9955
DEP MEAN 654864286 ADJ R-50 0.9953
CaV, 7. 730939 .
PARAMETER STANDARD T FOR HO:
VAR LABLE DF ESTIMATE ERROR PARAMETER=OQ
INTERCEP 1 6608467 98013253 0.674
cH 1 0.600853 0.023180 25.921
UTH 1 -24,384546 4,837387 —5.041
YAROHR 1 357.212 29.107080 _12.272
PREDICT STD EAR
0B8s | £+ ACTUAL VALUE PREDICY RESIDUAL
1 80D 1.0E409 9.SE+08 18424683 61274097
2 BO B.BE+08 B8.6E+08 14021445 27048315
3 BM 1.3E408 1.1E+08 A566191 18929913
4 8BM 1.1E+08 1.0E+08 B655394 1326763
5 CO B.7E+08 T.SE+08 11933596 B81A91832
6 CO B.3E+408 B.6E+08 12186896 —3.0E+07
7.0 _  __  _1.3E+08 1.0E+08 9569732 30397285
a4 0OH 1.2E403 99164959 9642736 19540041
9 OTI 96029000 76221560 8920504 19805440
10 DTI 76586000 S9720716 186673 16865284
11 EJE _____ 1.3E+0B _1.5E+408 10754528 -2 ,0E+07
12 EJE T93796000 1 .0E5+08 9195417 -6516564
13 GTW 2.4E408 2.7E+08 9911436 —2.2E+07
14 GTW 2.,0E+08 2,1E+08 B8649240 -1 ,3E+07
15 PLE ___ 59495000 1.2E+08 9169103 —-5.6E¢07
16 PLE 62820000 92736133 8935230 -3.0E4+07
$7T WM 65745000 61221132 9079995 45238638
18 wd 84303000 60012628 9133009 24295372
19 AGS _ 92735000 __1.3IE+08 9479629 -2 .1E+0Q7
20 AGS 85600000 1.2E+38 9493071 -3.9E+07
21 CGA L.2E+08 1.4E+08 B6062707 —1.6E+07
22 CGA 1.2E408 1.4E+08 B60L297 ~1.9£4+07
23 CNYP L.SE+08 1,9F408 9758257 —4.6C+07
24 CNTP 1.3E409 1 .8BE+08 9671968 —4,90+07
25 [ICG 1.0E+09 9.3E+03 12603533 68997640
26 1CG G.SEFDE B.TE+28 10665499 784372473
27 LN 1. 1E409 1.1E+09 11662646 —4234331
28 LN 1. 0E+09 1 +0E+09 10817437 —3.8E+07
29 sou 9,5E+08 9Q.3E408 8307729 2)031813
30 sou Q.0E+08 GJIE+08 759040% -7647700
31 ATSF 2.0E+09 1.9E+09 15837872 B1S519521
32 ATSF 2.0E+09 1.9E+99 15740285 68747375
33 BN_ _ . 2.7TE+09 2.7E+09 32191534 11069014
34 BN 2. TE+DTF 2.7E+09 37543114 ~2.4E+07
35 CNw 8.6E408 B.9E408 12179286 —3.4E4+07
36 CNW B.7E+08 GL.IE+0B 10247513 -4 ,S5E+07
37 MILW _.6.6E+08 S.TE+)8° 8177321 88565872
38 MILw 4.6E+08 A4.2E+08 7579842 42858755
39 ¢3S 1.2E+08 90798617 0226171 43587383
40 €S 1.2E+089 92460222-10641571 28996778
41 DRGAN _ 2.5E408 2.5E+08 8337698 1266518
32 DRGW 2.3E4+08 2.3E+08 B683909 1729210
43 DMIR 91640000 76254354 9029281 15355146
44 DMIR 73732000 63282903 9239432 10449097
. A4S FuD __93211000_98540299 9632226 ~5329299
46 FWD 1.2E408 1 .2E+08 9924660 —~3662463
47 KCS 2.4E4+08 2.6E408 1902088 -2.4E+07
48 KCsS 2.4E4+08 2.7E+08 78380363 —-3.0E+07
_49 MKT __2.0E+08 __2.1E+08 8001489 ~1.5F+07
S0 MKT TT2.1E408 T 2Z.4E+08 7880756 -2.90+07
51 M»P FS5E+09 1.5E+09 11830613 ~3.3E+07
52 MP 1.5E409 1.5E+09 11025036 —~6.9E+07
53 SP 2426+ 09  24.1E+09_24345473 __1.4E+08
54 5P 2.06+409 2.2E+09 25011684 —1 .BE+08
55 UpP 1.86+409 1.8BE+09 25421694 ~6.,0E+07
56 UP L+ 7E409 1.8E+09 25318217 —2.3E¢07

TSuK OF RESIDUALS
54 OF SQUARED RESIDUALS

T 7.45058E-08

L.33282E+17
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TASLE 7,

RESULTS OF REGRESSION

ANALYSIS FOR UNIT TRAIN COST MOOEL EXCLUDING BGTH CONRAIL AND SOUTHERN PACIFIC.

DES VARIABLED TOTAL

SUM OF SQUARED RES [DUALS T.67836

S5uUM OF

13

MEA*
30UCE DF SQUARE S SOUARE F VALUE PROJ>F
MUDEL 3 D.S3I954THIY 9465 1SEHLE 5498,022 T C0.0001
ERI0OR S0 7.69836E+1l6 §.53967Er1S
C TOTAL 53 2,54724E+19 .
ROOT MSE 39238650 R-SQUARE 09970 .-
DEP MEAM 601489500 ADJ R—SQ 0.9953
CaVe 6.52358
PARAMEYER STANDARD ¥ FOR HO:
VAR [ASLE DF ESTIMATE ERROR PARAMETER=O Pras > |T] T
INTERCER 1 -~ T4304.448 7370743 -0.009 0.9925
CM 1 0.576659 0.010272 29.922 0.0001
yT™ 1 ~23,311955 4.,293534 —5,.422 9.0001
YARDHR i 399. 368 23.654300 16,334 0.0001
PREDICT STD ERR STDO ERR  3STUNENT
08s 15 ACTUAL VALUE PREDICT RESIDUAL RESITOUAL RESI2JAL
1 80 1 L0E+09 G.BE+2B 15611414 34319613 35635341 0.%53
2 80 B.HE+08 9, 7E+08 2035490 75471560 37347271 0.202
3 Bv 1.3E408 [L1E+038 &T745249 21747969 33654537 0.563
4 B4 1.1E+08 1.0E+408 6837877 10598311 38632259 0.27a
S CD B8.75+98 B8,1E+038 10248761 45990785 37834675 1.745
6 O 8.3E+4083 8.8E+08 10530116 —4.8E+07 37785352 —1.224
7 DH 1.3E+08 92792294 7580820 37714706 38439337 0.730
8 DH ~- - 14 2E40% 9i530561 7644181 27074439 31436857 0.703
9 DT 96029000 72220431 TOT9ASS5 23809559 38594727 0.517
10 DTI 76586090 54684833 7325521 21901167 38548779 0.568
11 EJE 1.3E+08 1.6E+08 9526635 —2,9€+07 38301020 ~0.730
12 EJE ~—— 93796000 1.0E+08 7271868 —-9363144 3IBS58937 ~0+243
13 GTW Z.4E408 2.70+408 7BOBIT0 -3.0E+07 38433760 ~0eT77
14 GTW 2.0E4+38 2.1E+08 6753683 —-1.7E407 38652591 ~0,440
15 PLE 59495000 1.2E+08 7248343 —-5.9E+07 34553166 ~1.523
16 PLE - 628463000 93370007 TO7YT3IS —3.15407 3IBS94670 ~1.303
17 WM 65745000 S6H60419 7219549 9084581 3855107487 0.23€
18 wM 84308000 55145646 7260276 29162354 385561121 0.756
19 AGS 92735000 le3E+08 7498205 ~3,35+07 38515561 -0. 061
20 AGS BS630000° 1 .2E+03 7524206 —3.1E+07 385104792 -0.314
21 CGA 1.2E408 1.3E4+08 6815172 ~1.1E+07 38642271 ~0.293
22 CGA 1.2E4+08 [ .4E+03 6769831 —1.5%+97 38650240 3379
23 CNTP 1 .S52408 L1.8E+08 7626759 —3.80+407 33476377 -0.983
24 CNTP - —~—"1.3E+08 " 1.7E+08 7643069 —4.1E+07 3834960734 ~1,271
25 ICG 1.00409 g.5C+08 10435442 51907682 37811456 1.373
26 I1CG 9,56 +08 B.UE+04 H443IB6 64871651 38229174 1.527
27 LN 1.1E4+09 1,1E409 11065429 —1.7E+237 37646067 «3 . 439
28 LN - ~ "1.0E+09 1.0E+09 3932033 -4 .IE+07 37947736 ~14136
29 S0U GSEH08  G,3E408 T276763 21158500 345353913 0.547
30 50U 9.0EF08 G.1E+08 6439503 -T112027 3870723 —7.138
31 ATSF 2.05+09 1.9E+97 14669251 A2135750 36393874 24257
32 ATSF 2.0E+09 1.9E+29 14360264 70501735 36516496 1.931
33 BN 2.7TE+09 Z.TEHQ09 25146442 —488951 30121348 -0.016
34 BN - - RJTE+Q9  2.TE+09 29697199 —2.26+07 25646593 ~0.+B60
35 CNW 8.,65+08 9.1E+08 10602443 ~S5,1E+07 37777093 -1+340
36 CNW B.75408 9.3E+08 B899 3732 —S5.3E+07 38174032 -1.522
37 MILW 6.6E403 S5.7E+03 6522412 81312960 384622762 2.102
38 MILw 4.6E4+08 4.2E+08 5902461 394i7019 38792172 1.016
39 ¢S 1.2E+08 72569351 8332059 S1816649 38132923 1.352
40 CS 1,26+348 83717546 HBB32181 37739454 33231714 0.997
41 DRGA 2.55+08 2.4E+08 6661420 5515537 33669072 0.1485
42 DRGW 2.3E403 2.3E+08 6953375 6423878 3351066613 0.166
43 DMIR 91640000 71472004 7151212 20167996 38581496 0.523
44 DMIR 73732300 7756689 733713 15975211 38346269 0.4%18
45 F&D 93211200 92079802 T8536477 1111!99 33444659 0.029
A6 FHD 1.2F+08 1.1€+08 8208621 2704062 33370434 0.070
47 KCS 2.45¢09  2.6E+08 6152714 —2.6E+07 38753268 ~0.669
48 KCS 2.1EF08 2.7E+08 6154044 —J.1E407 318733057 ~0.789
49 MKY 2. 0E+08 2,1£+08 6221535 -1.3E+97 38742279 -0.333
— 50 MKT- = ~~-P2stE+03 2.4E+08 6124549A —2.TE+Q7 32757722 ~0.6%94
51 P LSE+09 1.5E+07 11332533 ~4.4E+07 375A56536 ~1.175
52 MP 1.56+07 1.60499 10216233 —7.6E407 37885364 -2.006
54 UP | 1.3E+07 1.30409 21761722 —4.06+07 326351173 —1.218
w54 UYP - —— - 1. TERDYS 1 L.TEH0D 208529094 2095195 33239898 0,61
SUM OF RESIDUALS .00000102318
E+ 16
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variation declined to 6.5. And, in general, the value of the para-
metric test for each of the independéent variables in the modal im- -
proved. While there were still instances of large discrepancies
between the observed and predicted values for several cases, nothing
approached the extreme values generated by Conrail and SP in the raw
data set. |

After reformulation of the original data set to exclude the two
extreme outliers, a visual inspection of the residual plots were made.
Inspection of these plots, depicted in Tables 8-11, indicates general
conformance with the assumptions underlying the linear model; i.e.,
homoscedasticity and independence of the Ei's associated with various
combinations of values of the independent variables.

As Table 8 indicates, the residuals for the unit train model
scatter in a fairly random pattern about the mean of E, indicating
that the assumption of linearity for the overall model appears to be
an appropriate supposition. The residuals, in addition, were plotted
against each individual output variable, searching for signs of potential
nonlinearity or violations of the independence assumptions. As Table 9
indicates, the plot of residuals against car miles is once again ran-
dom in nature, as is the plot of residuals against the variable "yard
switching hours", depicted in Table 10. Only in the case of unit
train miles is there reason to perhaps ponder over the residual scatter
(Table 11). The majority of the residuals scatter =aimlessly at lower
levels of output. There is considerablé difference in the value of

two observations for the data set, which appear at the extreme right
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TABLE 8. PLOT OF RESICUALS AGAINST TOTAL COST FOR UNIT TRAIN CGST MODEL.
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TABLE 9. PLOT OF RESIDUALS AGAINST CAR MILES FOR UNIT TRAIN COST MODEL.
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TABLE 10.

PLOT OF RESIDUALS AGAINST YARD HOURS SWITCHING FOR UNIT TRAIN COST MODEL.
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TASLE 11. PLOT OF RESIDUALS AGAINST UNIT TRAIN MILES OF OUTPUT.
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of the quadrant (Burlington Northern for years 1979-1980). If these
two observations are considered as a subpopulation, then their vari-
ance is clearly less than the remainder of the residuals, which may
be defined as a second subpopulation. Any overall pattern, however,
is weak at best.

As a general rule, the simple fact that some errors are larger
than others is not, in and of itself, sufficient to establish a vio-
lation of homoscedasticity. Rather, "unless pattern is found, the
convenient assumption of homoscedasticity should be accepted".6 And

so 1t will in this instance.

Test for Differences Between Years

A related problem with regard to using pooled data is whether
or not there is a signficant difference across years after inflating
costs for inflation. If so, it is desirable that this be controlled
for by bringing a "dummy" variable into the equation.

To test for such possible differences, a dummy variable was created
(1 if year = 1979, 0 otherwise) and the regression re-ran including the
variable DYEAR. As Table 12 indicates, the introduction of the dummy
vari§b1e added 1ittle to the explanatory value of the model., The
T-test for the nq1i hypothesis that %;0 could not be rejected at any
reasonable alpha. It was concluded, therefore, that the dummy should
be dropped from the equation; the impli¢ation being that there really

is no.significant difference between the two years of data.

68ea1s, Ralph E. Statistics for Economists, Rand McNally and
Company, Chicago, I11inois, 1972: Chapter 13, "Distribution of
Errors", page 343.
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TABLE 13. ANOVA TABLE FOR MODEL INCLUDING DUMMY VARIABLE.

DEP. VARLABLE: TOTAL.

SUM OF ME AN
SOURCE OF SQUARES SQUARE F VALUE
SMODEL 2253965E419 »63349 1IE4TH. - 40975 BL20
ot 2OD0IENL6 1 aBaSIIEATS b

C TOTAL. B4TRAEL19 |

CUURODT MSE 39 362349 R-SAQUARE  0.9970

DEE MEAN 601489500 ADJ R=5Q 099683
CeVe He544146

ER

. : ; AR AME S c:-!— A NDA RO '¥' Fijf‘} HO s : T L
) D CESTIMATE Lo ERRO$CPARAMETER=0 - PRO8. > .|T |
ITNTERCER 717 7 TR 4121123 7 0 9284628 —0e B4 06591
utM™ 1 —23. 177160 40316187 —5 37D 00001
M 1 Ve 5T7566 0s N19364 29.827 0.0001
¥ AR DHR 1 397167 23,877094 16« 534 0., 0001
e TRl 15

Multicollinearity Diagnosis

A likely problem with multiple regression analysis, in this
instance, as noted earlier, is that of multicollinearity or mutual
linear dependence among exogenous variables. Multicollinearity, other
than where perfect correlation exists is a relative not an
absolute problem. The question is when does it become a critical con-
cenn for the model. And when so, how should it be treated.

An initial test for the presence.of ‘multicollinearity was under-
taken using the tolerance of each variable as a measure of potential
multicollinearity. The tolerance is that proportion of the variatiop
in a given independent variable not explained by a regression using
all other independent variables {(i.e., 1 - R2 of the regression of
X] with xz....xp). A low tolerance represents high multicollinearity,

and vice versa.
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Table 13 depicts the tolerance proportions for each independent
variable, restated from Table 7. Here, it will be noted that all vari-
apjes, but car miles and yard hours switching particularly, have a
ﬁ;;;;ive1y low tolerance. From Table 2 it will be recalled that a
simple correlation of .866 existed between CM and YARDHR, thus ex-
ptaining part of the problem.

A second test for multicoilinearity tracks the departure of the
correlation matrix of independent variables from orthogonality. If
the variables are uncorrelated, the matrix will assume orthogonality.

If the variables are highly inter-correlated, a significant departure

from orthogonality will occur.

TABLE 13. TOLERANCE VALUES FOR INDEPENDENT VARIABLES.

Variable Tolerance
Car Miles .091
Unit Train Miles ' .247
Yard Switching Hours .170

The procedure consists of taking the determinant of the corre-
lation matrix. Since the correlation matrix is a "normalized posi-
tive definite matrix", with all elements lying between -1 and +1,
the determinant of the matrix itself will assume a vdlue between 0

7

and one,” If the determinant {DET) approaches:zero, this connotes

7Schi1derinck, J.H.F. Regression and Factor Analysis$: in Econo-

metrics, International Graphics Dordrecht, Leinden, The NetherTands, 1977.
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a departure from orthogonality. If the DET approaches one, departure
from orthogonality is minimal or n111.8

In the instance of tHe unit train model, the DET of the correla-
tion matrix of independent variables is .0465, connoting a marked de-
parture;from orthogonality. This was to be expected and points-out
the need for adjusting the cost model.

One obﬁious solution to multicollinercity is to drop one of the
two highly intercorrelated variables. If this does not drastically
alter the explanatory benefit of the model, this may, in fact, be the
most straightforward and acceptable approach.

Table 14 depcits the results of a regression using such a refor-
mulated model, containing only UTM and CM as exogenous variables. As
the Table indicates reformulation of the model reduced somewhat the
proportion of the variation in TOTAL explained by the model. The model,
however, still explains nearly 98 percent of the variation in total

cost. Furthermore, the parameter estimates and the parametric tests

for significance were not substantially altered.

TABLE 14. RESULTS OF REFORMULATED REGRESSION .MODEL.

) SUM OF MEAN
SOURCE DF SQUARES SQUARE F VALUE PROB>F
CUMODEL 2 2R 40S66ER19 T 1. 2THIEFLD 0 12334625 00000000
CCUTOTAL - B3 2.S4FR24EX19 e L L e o R
'ROOT MSE 100574011 A=SQUARE 059797
DEP MEAN 601489500 ADJ R—S5Q 09790
CoVo 16, 72083
PAR AM ETE 12 S-!—- ANDAR D T F‘GR HO : : G C : .
VASL&QLEA DE L ESTIMATE YUERRORCPARAMETER=0 - “PROB "> AT TOLERANCE
INTERCEP 1 57743913 18163781 34179 . 0.0025 .
M 1 0842354 Ds028514 N 29.542 © DwL0001 0.272F07
UTM 1 — 45, 542450 10.,490307 —4 o341 0. 0001 0272707
8.,
Ibid.
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The key question here, though, is whether or not the reformula-
tion mitigated substantially the effects of multicollinearity. Table
1% indicates that while the tolerance measure between the two vari-
ables is relatively low, it is a considerable improvement over the
previous model. The DET of the correlation matrix is, in this in-
stance, synonymous with the tolerance (.2727) for the 2X2 matrix.
This DET may itself be transformed into a test statistic, with a
CHI-SQUARE distribution, which can be used to test the significance
of the departure from orthogona]ity.9 The test statistic consists
of the logarithmic transformation of the matrix determinant, as noted
be1ow:]0

(2) LOG(DET) [(T-1) ¢ f{2n +5)]

where:

T = number of rows in the correlation matrix

n = samplé size

This statistic has a CHI-SQUARE distribution with % k degrees of
freedom. The C-S value can then be used to accept or rejectia null
hypothesis that there is no signfiicant departure from orthogonality,
or that the DET of thé matrix = 1. In this instance, a C-$ statistic
of 9.886 was calculated. Referring to the CHI-SQUARE table for K-I
or 1 degree of freedom, it was discovered that at the 99th per-

~centile, the table value of 6.635 is less than the C-S value; the

null hypothesis is thus rejected.

%Ibid., Chapter One.

101p44.
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Conclusions on Multicollinearity

The foregoing analysis has established the fact that multi-
collinearity is present and that the effect is to cause a significant
departune from orthogonality. Multicollinearity, however, is not
perfect, but is relatively high. This in itself does not bias the
regression coefficients exeept by rounding error. Furthermore, all
parameter tests are signficant, so the inflation of the SE has not

necessarily resulted in the acceptance of a false Ho'

V. CONCLUSIONS

The objective of the study was partially achieved: a model ex-
plaining the effects of unit train output on rail costs was developed.
The statistical analysis indicates that when controlling for gross
output (car miles) the effect of unit train output is to decrease rail-
road costs by $45 per train mile.

For predictive purposes, the model appears as follows:

Total = 57748913 + ,842354 CM -~ 45.542 UTM + E.

The presence of multicollinearity, however, is a confounding fac-
tor which diminishes thelstatistica1 viability of the model. The solu-
tion would perhaps be to use a technique such as path analysis to
point-out the indirect effects of unit train output on costs through
other output variables (i.e., yard switching hours, road hours, etc.).

rather than include a unit train variable in the equation.
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