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ABSTRACT 
Adverse weather has long been recognized as one of the major causes of motor vehicle crashes 
due to its negative impact on visibility and road surface. Providing drivers with real-time weather 
information is therefore extremely important to ensure safe driving in adverse weather. However, 
identification of road weather and surface conditions is a challenging task because it requires the 
deployment of expensive weather stations and often needs manual identification and/or 
verification. Therefore, the primary objective of this research was to develop cost-effective 
systems capable of providing accurate weather and surface conditions in real time. First, a 
trajectory-level weather detection system was developed using only a single video camera 
mounted on the dashboard of the participant vehicles. Two texture-based features, histogram of 
oriented gradient (HOG) and local binary pattern (LBP), were extracted from images and used as 
classification parameters to train the weather detection models using several machine learning 
classifiers, such as gradient boosting (GB), random forest (RF), and support vector machine 
(SVM). In addition, a unique multilevel model, based on a hierarchical structure, was also 
proposed to increase detection accuracy. Evaluation results revealed that the multilevel model 
provided an overall accuracy of 89.2%, which is 3.2%, 7.5%, and 7.9% higher compared with 
the SVM, RF, and GB model, respectively, using the HOG features. Considering the LBP 
features, the multilevel model also produced the best performance with an overall accuracy of 
91%, which is 1.6%, 8.6%, and 9% higher compared with the SVM, RF, and GB models, 
respectively. Afterward, the existing roadside webcams in Wyoming were utilized to develop 
several robust weather and surface detection systems by applying advanced deep learning 
techniques. Most U.S. departments of transportation (DOTs), including Wyoming DOT 
(WYDOT), have installed roadside webcams mostly for operational awareness. This study 
leveraged these easily accessible data sources to develop affordable automatic road weather and 
surface condition detection systems. The developed detection models are focused on three 
weather conditions: clear, light snow, and heavy snow; and three surface conditions: dry, snowy, 
wet/slushy. Several pre-trained convolutional neural network (CNN) models, including AlexNet, 
GoogLeNet, and ResNet18, were applied with proper modification via transfer learning to 
achieve the classification tasks. The best performance was achieved using ResNet18 architecture 
with an unprecedented overall detection accuracy of 97% for weather detection and 99% for 
surface condition detection. The proposed study has the potential to provide more accurate and 
consistent weather information in real time that can be made readily available to be used by road 
users and other transportation agencies. The proposed models could also be used to generate 
temporal and spatial variations of adverse weather for proper optimization of maintenance 
vehicle routes and time. 
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1. INTRODUCTION 

Adverse weather events, such as snow, rain, or fog, can directly impact roadway safety by reducing the 
visibility and roadway surface friction, negatively affecting the vehicle and driver performance, and 
potentially increasing required stopping sight distance. The Federal Highway Administration (FHWA) 
revealed that adverse weather is responsible for around 21% of vehicle crashes, 19% of crash injuries, and 
16% of crash fatalities each year in the U.S. (1). Previous studies concluded that weather-related factors 
could increase traffic fatalities and injuries by 25% and 45%, respectively (2, 3). Several studies have 
concluded that adverse weather can increase the severity of crashes and involve multiple vehicles (4). 
Snowy weather conditions can result in a sudden reduction in visibility on the roadways. Moreover, road 
surface friction could be also reduced significantly during snow and heavy rain. The low surface friction 
of snow-covered roadways coupled with reduced visibility, fog, and heavy rain could result in dangerous 
conditions for drivers, making it one of the major causes of motor vehicle crashes. According to the 
FHWA, approximately 688 fatal crashes, 41,860 injury crashes, and 186,076 property damage only 
(PDO) crashes occur every year in the U.S. because of snow (1). In addition, many pile-up crashes have 
occurred in recent years due to the presence of fog, which caused many fatalities, injuries, and property 
damage. For instance, a multi-vehicle crash due to dense fog occurred on I-94 in Michigan on January 9, 
2015, which caused the death of one, injured approximately 23 people, and led to closure of the interstate 
for more than a day (5). Moore and Copper’s study noted that despite a 20% decrease in traffic in thick 
fog, there was an increase of 16% in the total number of personal injury accidents (6). Another study 
revealed that crashes occurring in heavy fog tend to involve multiple vehicles (7). Considering rainy 
weather, it was found that the risk of injury crashes in rainy weather conditions could be two times greater 
than in clear weather conditions (8). Several studies concluded that crashes increase due to vision 
obstruction during rainfall by 100% or more (8), while others found more moderate but still statistically 
significant increases (9). However, in the state of Wyoming, the number of snow-related crashes are 
particularly significant. In the winter of 2018 alone there were 1,438 snow-related crashes, which resulted 
in fatalities, extended closures, and significant economic loss (10). This is mainly due to Wyoming’s 
adverse winter weather events (such as low visibility and icy road surfaces from blizzard conditions) and 
the state’s roadway and traffic flow conditions (i.e., a large number of low-traffic-volume rural two-lane 
highways, and mountainous freeways that have a high percentage of heavy inter- and intra-state freight 
traffic). In practice, the negative impact of snowy weather on roadway safety can be effectively mitigated 
through the implementation of various safety countermeasures, such as dynamic massage signs (DMS) 
and variable speed limits (VSL) (11, 12).  Nevertheless, these countermeasures require accurate and real-
time road surface and weather information to operate effectively and reliably. Therefore, the detection of 
real-time weather conditions and providing drivers with appropriate warnings are crucial for safe driving 
during adverse weather conditions, including snow, in Wyoming. This is considered by the Wyoming 
Department of Transportation (WYDOT) Travel Information Service as a primary task (13). The state of 
practice of collecting and broadcasting road weather information to travelers has been primarily based on 
roadside weather stations and road weather information systems (RWIS). Although RWIS can provide 
various weather data, such as temperature, humidity, wind speed, visibility, and precipitation, these 
systems are expensive. According to the U.S. Department of Transportation, the average total cost of 
implementing an RWIS is about $52,000 per unit (14). Therefore, their widespread implementation might 
not be feasible. In addition, sensors on the weather stations are usually not mounted at the road surface 
level. Many weather conditions, such as blowing snow, may reduce visibility only at the road surface 
level due to the accumulation of snow on the side of the road, especially in mountainous regions. In such 
cases, the visibility at a higher elevation from weather stations might not represent the actual visibility 
and road surface conditions. Moreover, these weather stations are location-specific and cannot provide 
real-time trajectory-level weather data. In comparison, the use of webcams, as well as in-vehicle cameras, 
tends to be a more cost-effective and reliable alternative, and could be installed where power and 
communication are available. Also, they can provide road weather conditions, including the surface, 
unlike RWIS. 
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Figure 1.  Webcam Locations in Wyoming Road Network 

Figure 1 shows the existing webcam locations in the Wyoming Road Network. On the 402-mile Interstate 
Freeway 80 (I-80) in Wyoming, there are currently 56 webcams with each location having three views of 
the roadway, including westbound, eastbound, and road surface. The real-time road surface conditions 
can also be collected, unlike RWIS, since the webcams are also capable of saving the images of the road 
surface, as shown in Figure 2.   
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a) Clear Weather 

b) Adverse Weather 

Figure 2. Sample Images in Adverse and Clear Weather Collected from Webcams in Wyoming  

Nevertheless, there are a couple of limitations with using existing webcams or in-vehicle video cameras 
for real-time weather detection. One of the major limitations is the lack of an accurate and effective 
video-based automatic weather detection system to process the video images captured by webcams. In 
addition, under extremely adverse weather conditions, particularly when snowstorms or blizzard events 
occur, low visibility might impede recognizing road surface level weather. Although in-vehicle cameras 
can well address this issue, regular vehicles might have to cancel their trips under such weather events, 
which makes using a regular vehicle for weather data collection not always applicable. As mentioned by 
the WYDOT snowplow priority plan, the WYDOT snowplow crews will provide service on interstates, 
high-volume highways, principal arterial and urban routes up to 24 hours a day with a goal of maintaining 
clear roadways for driving safely at reasonable speeds (10). In current practice, reporting of real-time road 
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surface winter weather information is mostly based on snowplow drivers. In Wyoming, WYDOT defined 
nine codes (code #0 to code #8) to represent various weather conditions. Snowplow truck drivers will 
manually select a code to describe the prevailing surface weather condition of a road segment based on 
his/her experience and report the code to the  WYDOT Traffic Management Center (TMC). However, 
due to differences in how various weather conditions might be perceived by individual drivers, there 
might be inconsistencies between reported road weather conditions to TMC. In addition, existing weather 
codes cannot differentiate the intensity of adverse weather conditions, indicating that the code reported to 
TMC might not accurately capture the actual adverse weather condition. 

The rapid evolution of information technologies (IT) presents opportunities of using machine vision and 
artificial intelligence (AI) to provide imaging-based automatic detection and analysis of real-time road 
weather conditions. Machine vision is an integration of a series of technologies, software, and hardware 
products; it is the science of getting computers to automatically detect patterns in data, and then use the 
uncovered patterns to predict future data, or to perform other kinds of decision making under uncertainty. 
The overall machine vision process includes planning the project’s details and requirements and then 
creating a solution. During run-time, the process starts with imaging, followed by automated analysis of 
the image and extraction of the required information. Given the advantages of machine vision technology, 
such as real-time processing of road surface level weather conditions, weather detection accuracy, and 
cost-effectiveness, it has been extensively used in various fields of engineering for image classification, 
pattern recognition, and text categorization (15). 

Considering the limitations of existing WYDOT weather detection systems, and in view of opportunities 
for the emerging automatic video-image processing technologies, this research aims to develop affordable 
weather detection systems. Primarily as a proof of concept, the research team used trajectory-level video 
data to develop weather detection systems capable of detecting seven levels of weather conditions. 
Afterward, the research team concentrated on the transferability of the research findings in the state of 
Wyoming. By leveraging webcam images from roadside webcams along Wyoming interstates, several 
robust models were developed that can provide an accurate estimation of weather conditions in real time. 
To fulfill the research tasks, a variety of advanced image processing, AI-based techniques, machine and 
deep learning models, and data mining applications were extensively utilized.      
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2. STATE-OF-THE-ART WEATHER DETECTION METHODS 

Different approaches to image-based weather detection can be found in the literature. Previous studies 
have developed weather detection models based on different data sources and relying on various image 
processing techniques, computer vision algorithms, and advanced modeling techniques, including 
machine learning and deep learning.  The related works have been described in the following sections 
under three broad categories based on the source of data. 

2.1  Weather Detection Using Fixed Sources 

Many studies have used fixed data sources, such as road weather information systems (RWIS) and closed-
circuit television (CCTV), to detect road weather and surface conditions.  A study by Jonsson proposed a 
weather detection system based on the sensor data from RWIS combined with camera images. This study 
used principal component analysis (PCA) to separate six road conditions, including dry, wet, snow, icy, 
and snowy with wheel tracks (16). Another study by the same author using the same data sources 
developed a weather detection algorithm capable of identifying dry, wet, snowy, and icy road conditions 
with an impressive detection accuracy ranging from 91% to 100% A study by Carrillo et al. also used 
similar data sources to develop a surface condition detection system utilizing several pre-trained deep 
learning models to detect bare, partial snow-covered, and full snow-covered pavement (17). Based on 
RWIS camera images, the study by Pan et al. leveraged several pre-trained convolutional neural networks 
(CNN) to detect four road conditions: bare, partially snow-covered, fully snow-covered, and not 
recognizable. This study achieved an accuracy of more than 97% using the ResNet50 architecture (18). 
Another study proposed a framework based on CCTV images to detect different situations, such as 
raining and non-raining scenes, daylight, and nighttime scenes, crowded and non-crowded traffic, and wet 
and dry roads. This study applied pre-trained neural network models via transfer learning and found an 
exact match ratio of 0.84. Lee et al. analyzed the colors and edge patterns of the CCTV video to detect 
sunny, rainy, and cloudy conditions and achieved an overall accuracy of about 86% (19). Another study 
by the same research group developed an algorithm to estimate the amount of rainfall based on clustering 
techniques and found an accuracy of 80% (20). A study by Babari et al. proposed a visibility estimation 
method based on gradient magnitude using roadside highway CCTV images and estimated the visibility 
with 30% error (21). Another study utilized CCTV images to develop road surface detection models with 
three categories, including clear, rain-wet, and snow. This study utilized a pre-trained CNN architecture, 
named VGG16, and achieved an overall detection accuracy of 77% (22). 

2.2  Weather Detection Using Open-Source Internet Images 

The use of open-source internet images from various platforms, including Google, Flickr, Pixabay, and 
Yahoo, to develop weather detection models has also been explored in the literature.  Ibrahim et al. 
proposed a new weather detection model, named WeatherNet, using Google images. The proposed 
WeatherNet was based on ResNet50 architecture and can detect clear, rain, and snowy weather conditions 
with an overall accuracy of around 93% (23). Another study prepared a comprehensive image dataset, 
named Img2Weather, consisting of more than 180,000 images in an attempt to develop a weather 
detection system capable of classifying five weather types: sunny, cloudy, snowy, rainy, and foggy. This 
study achieved an accuracy of 70% using the random forest model (24).  Guerra et al. also created a 
dataset by extracting images from various platforms, including Creative Commons, Flickr, Pixabay, and 
Wikimedia Commons. This study proposed a novel algorithm based on CNN architecture and concluded 
that the proposed model can detect rain, fog, and snow with an accuracy of 80% (25).  
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2.3  Weather Detection Using Moving Sources 

One of the major limitations of weather detection models based on fixed cameras and/or open-source 
images from the internet is that they cannot provide trajectory-level weather information at the road 
surface level. Therefore, many studies have used in-vehicle vision systems to detect weather conditions at 
road surface level. For instance, Pomerleau developed a weather detection system by estimating the 
reduction of contrast between consistent road features, such as lane markings, shoulder boundaries, and 
marks left by leading vehicles. The effectiveness of the weather detection system was tested using 
simulated fog images, as well as real-time images from in-vehicle cameras, which concluded that the 
system could identify reduced visibility caused by adverse weather conditions (26). Another study 
developed a weather detection system based on an in-vehicle vision system and AdaBoost classifier and 
found that the proposed system can classify sunny, cloudy, and rainy weather conditions with an accuracy 
of 96%, 89%, and 90%, respectively (27). Khan et al. extracted local binary pattern (LBP) based features 
from snowy images and used three different classification algorithms to detect snow from an in-vehicle 
video camera (28). Another study by the same authors utilized the SHRP2 Naturalistic Driving Study 
(NDS) video data to develop a fog detection model based on various neural network architectures and 
found an overall detection accuracy of 97% in detecting two levels of fog (29).  Qian et al. proposed a 
weather detection system based on dashcams and found 80% accuracy for clear and snow/ice-covered 
images and 68% for clear/dry, wet, and snow/ice-covered images (30). Another study used an inexpensive 
car-mounted video camera to capture images of the road surface at nighttime, and which was 
subsequently used to develop a detection model. They achieved an accuracy of 96%, 89%, and 96% in 
recognizing dry, wet, and snowy road conditions, respectively (31). Bronte et al. proposed a real-time fog 
detection system using an onboard low-cost black and white camera. Their system is based on two clues: 
estimation of the visibility distance, which is calculated from the camera projection equations, and 
blurring due to the fog (32). Most of the studies based on in-vehicle cameras or sensors require the 
presence of a consistent object in front of the vehicle. For instance, a weather detection method described 
in (26) requires road making, shoulder boundaries, and tracks left by other vehicles. The fog detection 
system proposed in (33) requires a distinct object in the image. Some studies also used the horizon (34) 
and the road edge lines (32) to develop a weather detection system 

.
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3. DATA COLLECTION, DATA PROCESSING, AND IMAGE 
ANNOTATION 

3.1  Trajectory-Level Data 

The video data used in this study were collected from the SHRP2 NDS. This naturalistic driving study 
was conducted in six U.S. states from 2010 to 2013. This unique dataset has been used in many studies to 
improve the roadway safety (35–38). All the vehicles that participated in the study were equipped with a 
data acquisition system (DAS). Along with other data, the ADAS  collected videos of the roadways in the 
moving direction using a color camera under various roadway and weather conditions (39, 40). NDS trips 
that occurred in adverse weather were collected from the Virginia Tech Transportation Institute (VTTI) 
using two unique methods, which were developed by the research team exclusively for effective and 
accurate data collection in various weather (41, 42). In the first method, complementary weather data 
from the National Centers for Environmental Information (NCEI) were used. The weather stations were 
considered as points of interest with an influence radius of five nautical miles to find the locations of the 
trips of interest that occurred in inclement weather. Similarly, the second method used accident locations 
as points of interest to identify adverse weather trips.    

Once the locations and times of adverse weather were identified, videos of the trips that occurred in these 
locations were collected from VTTI.  Subsequently, all the videos were observed manually to verify 
specific weather conditions and their intensity, i.e., heavy fog, distant fog, etc. Finally, a total of 217 trips 
in clear conditions, 204 trips in rain, 172 trips in snow, and 168 trips in foggy weather were considered 
for further analysis. Subsequently, images were extracted from the videos of the selected trips at a 12-
frame-per-minute sampling rate, creating an image database consisting of more than 30,000 images. 
Subsequently, several pre-processing steps, including resizing and cropping, was done on all the images 
to maintain consistency. The final size of the images was 250 *200 pixels. 

After the extraction of images from the videos, all the images were annotated to one of the seven weather 
levels: clear, light rain, heavy rain, light snow, heavy snow, distant fog, and near fog. Note that the 
manual annotation of images was challenging and time-consuming. Therefore, to achieve accurate 
annotation, several criteria were fixed based on quantitative measures to define the weather categories 
(43). In addition, the research team was provided with comprehensive training to eliminate any potential 
subjectivity in the annotation process. The criteria used during the manual annotation process are listed in 
Table 1, and sample images of different categories are illustrated in Figure 3.  
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Table 1. Criteria for Image Annotation 
Weather Criteria 

Clear Clear visibility 
Road signs, markings, and surroundings are visible 

Light 
Rain 

Raindrops are visible 
Dry/slightly wet road surface 
Clear/moderate visibility 
Road markings and information on road signs and vehicles ahead could be recognized 

Heavy 
Rain 

Raindrops are visible 
Wet road surface 
Affected visibility 
Road markings and information on road signs and vehicles ahead could not be recognized 

Light 
Snow 

Snowflakes are visible 
Little/no snow on the road surface 
Clear/moderate visibility 
Road markings and information on road signs and vehicles ahead could be recognized 

Heavy 
Snow 

Snowflakes are visible 
Surface covered with snow 
Affected visibility 
Road markings and information on road signs and vehicles ahead could not be recognized 

Distant 
Fog 

Road markings and information on road signs could be easily recognized  
Roadside surroundings and traffic ahead are visible 
The horizon is undefinable 

Near  
Fog 

Only a few road markings in front of the NDS vehicle could be observed  
Information on the road signs could not be read 
Roadside surroundings and traffic ahead could not be properly recognized 
The horizon is undefinable 
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Figure 3. Sample Images of Weather Conditions  

3.2  Data from Webcams Along the Interstates in Wyoming 

Image data collection, processing, and proper annotation of the extracted images were challenging as well 
as time-consuming tasks. In an attempt to create an annotated image dataset in adverse weather 
conditions, first, five months of video data from January to May of 2019 from 56 webcam locations along 
Interstate-80 were acquired from WDOT. The webcams in each location captured images of at least three 
views of the roadways, including westbound, eastbound, and road surface, at five minutes intervals. 
Figure 4 shows the webcam locations along Intestate-80. 
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Figure 4. Webcam Locations on Interstate-80, Wyoming 

The next challenge was to identify the days with snowy weather conditions from each of these locations. 
In order to overcome this challenge, historical weather data from the National Climatic Data Center 
(NCDC) have been utilized and a total of 21 days with minimum snowfall of 0.1 inches have been 
identified and subsequently used to prepare a database consisting of images under different weather and 
road surface conditions. Once images were extracted, all the images were normalized, resized, and 
cropped to maintain consistency, which resulted in an image size of 700 *400 pixels. Subsequently, 
images with poor visibility were eliminated from the database. During the annotation process, the 
research team noticed a few easily fixable problems with the extracted images. First, in some locations, 
the lighting conditions were not adequate to capture good quality images that can be appropriately used 
for training machine learning models. The use of night vision infrared radiation (IR) cameras or the 
placement of streetlights next to the webcam locations can potentially solve this issue. The next problem 
was the accumulation of snow on some of the camera lenses, especially after heavy snowfall. The 
placement and type of cameras are important in this regard. If wide-angle cameras pointing at the 
roadways are placed at an angle less than 45 degrees, then it is likely that the snow will slide from the lens 
and the cameras will be able to capture good quality images. Another potential solution could be the use 
of a small solar-powered heating system to melt the snow accumulated on the camera lens.  

After normalization, the eastbound and westbound images were filtered and annotated manually into three 
categories: clear, light snow, and heavy snow. The annotation was done based on several qualitative 
criteria, including the amount of snowfall, visibility of the horizon, roadside surroundings, and road signs. 
The criteria used for annotating weather conditions are provided in Table 2. The selection of two levels of 
snow was adopted from a range of literature and in agreement with Highway Capacity Manual (HCM) 
(28, 37, 43). Similarly, the surface images were separated and grouped into three categories, dry, snowy, 
and wet/slushy, based on several criteria, as listed in Table 2. 

To develop a reliable detection model based on machine vision, proper and accurate annotation is 
extremely important. Therefore, to ensure accurate annotation free from subjectivity and bias, each image 
was annotated by more than one observer; subsequently, using the weighted value, the final label was 
assigned to each image. During the annotation process, all image observers were provided with 
comprehensive training and sample images in each weather and surface category. Figure 5 and Figure 6 
show sample images of each weather and surface category captured at the same locations.  
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Table 2. Criteria For Identifying Weather and Surface Conditions During Image Annotation 
 Category Criteria 

Weather  
Condition 

Clear 

• Clear visibility 
• Road surroundings (e.g., guardrails, delineators, signs, markings, etc.) and 

traffic are visible 
• Horizon is visible 

Light Snow 

• Snowflakes are visible 
• Little/no snow on the road surface 
• Clear/moderate visibility 
• Road surroundings and traffic are visible to some extent  
• Horizon undefinable 

Heavy 
Snow 

• Snowflakes are visible 
• Surface covered with snow 
• Affected visibility 
• Road surroundings and traffic are visible to some extent 
• Horizon undefinable 

Surface 
Condition 

Dry • Surface free of precipitation 
• No/little snowfall 

Snowy 
• Surface partially or fully covered with snow  
• Moderate/heavy snowfall 
• Temperature below the freezing point 

Wet/Slushy 
• Wet surface or covered with slush 
• Little/moderate snowfall 
• Temperature above the freezing point 

 

 

 
Figure 5. Sample Images of Weather Conditions 
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Figure 6. Sample Images of Road Surface Conditions 

After the data reduction and processing, the final image datasets for weather detection consisted of 15,000 
images, with 5,000 images in each weather category. For training and validation, 80% of the total images 
(12,000 images with 4,000 images in each weather category) were utilized and the remaining 20% (3,000 
images with 1,000 images in each weather category) were used to test the performance of the weather 
detection models. Note that the test images were never used during training and validation. The surface 
condition detection dataset also consisted of 15,000 images with 5,000 images in each surface condition 
category with similar kinds of splits. A summary of the image data used in this study is listed in Table 3. 

Table 3. Summary Statistics of the Image Datasets from Webcams 

 Total  Categories 
Training and 
Validation 

Testing 

Weather Detection 15,000 

Clear  4000 1,000 

Light Snow 4000 1,000 

Heavy Snow 4000 1,000 

Total 12,000 3,000 

Surface Condition 
Detection 

15,000 

Dry 4000 1,000 
Snowy 4000 1,000 

Wet/ Slushy 4000 1,000 

Total 12,000 3,000 
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4. METHODOLOGY 

4.1 Machine Learning for Trajectory-Level Weather Detection 

Machine learning techniques are currently being used widely in various fields, including transportation 
engineering for detection, pattern recognition, and safety purposes (44–46). Any traditional machine 
learning approach usually requires two major steps: feature extraction and classification algorithm. The 
feature extraction task is usually achieved by selecting interesting points or objects in the images. 
However, for weather detection purposes, this approach is impractical because under different weather 
conditions, the same points or objects can be present. Therefore, it is important to select proper image 
features capable of providing appropriate information regarding weather conditions that can later be used 
to train detection models using machine learning algorithms. In this study, two image features, including 
HOG and LBP, have been used to develop weather detection models. 

4.1.1 Histogram of oriented gradient (HOG) feature 

The sharpness of an image can be highly affected by weather conditions because different 
weather can cause a different degree of blur. In clear weather, the images are usually sharper, 
and it is more likely to have a sudden change in pixel intensity in an image. Conversely, in 
adverse weather, images are always blurred, and more uniform pixel intensity is expected. This 
change in sharpness due to adverse weather can effectively be measured using HOG (47). The 
HOG was first introduced by Dalal et al. (48) and can be used for pattern recognition, object 
detection, and image classification (49, 50). The goal of this method is to describe an image by a set 
of local histograms. These histograms represent the occurrences of gradient orientation in localized 
portions of an image.   

The first step of computing the HOG feature is to calculate the gradients of the image. The image 
gradient is defined as a directional change in pixel intensity on both the x-axis and y-axis. The gradient 
vector of a pixel at location (𝑥𝑥,𝑦𝑦) can be described using Equation 1. 

𝛻𝛻 𝑓𝑓(𝑥𝑥,𝑦𝑦) = �
𝑔𝑔𝑥𝑥
𝑔𝑔𝑦𝑦� = �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

� = �
𝑓𝑓(𝑥𝑥 + 1,𝑦𝑦) − 𝑓𝑓(𝑥𝑥 − 1,𝑦𝑦)
𝑓𝑓(𝑥𝑥,𝑦𝑦 + 1) − 𝑓𝑓(𝑥𝑥,𝑦𝑦 − 1)�      (1) 

Where 𝑓𝑓(𝑥𝑥,𝑦𝑦) is the pixel intensity at coordinates x and y; 𝑔𝑔𝑥𝑥 and 𝑔𝑔𝑦𝑦 are the gradient in 𝑥𝑥 and 𝑦𝑦 
direction, respectively. The magnitude, 𝑀𝑀(𝑥𝑥,𝑦𝑦) and phase, 𝜃𝜃(𝑥𝑥,𝑦𝑦) of the gradient, then can be calculated 
using the following equations. 

𝑀𝑀(𝑥𝑥,𝑦𝑦) = �𝑔𝑔𝑥𝑥2 + 𝑔𝑔𝑦𝑦2                        (2) 

𝜃𝜃(𝑥𝑥,𝑦𝑦) = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑔𝑔𝑦𝑦
𝑔𝑔𝑥𝑥

               (3) 

Where 𝑔𝑔𝑥𝑥 and 𝑔𝑔𝑦𝑦 are the gradient in 𝑥𝑥 and 𝑦𝑦 direction, respectively.   

The next step is to divide each image into multiple cells, as illustrated in Figure 7a. For this 
study, a cell size of 50 × 50 pixels has been used. Since the size of the image is 250 × 200 pixels, 
using a 50 × 50 pixels cell produced five cells in the horizontal direction and four cells in the 
vertical direction. Note that each cell has a total of 50 × 50 = 2,500-pixel values and the gradient 
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of each pixel contains two values, representing magnitude and direction, as calculated previously 
using Equation 2 and Equation 3. In each cell, the magnitude of these 2,500 pixels was then 
cumulatively added into five bins corresponding to angles 0, 36, 72, 108, and 144 to form the 
histogram of gradient as depicted in Figure 7b.  

Once the histogram of the gradient was obtained, a block normalization technique with a block 
size of 2 × 2 cells was applied to each image, as illustrated in Figure 7c. The normalization was 
necessary for eliminating any potential effect of lighting variations (48). Since a 2 × 2  block 
contained four histograms with five bins in each histogram, concentrating the block produced a 
vector of size 20 × 1. A normalization factor was then calculated for the vector containing all 
histograms of a given block using “L2 norm.” The “L2 norm” is the square root of the sum of the 
squared vector values and can be described using Equation 4 (51, 52). 

𝑓𝑓 = 𝑣𝑣
�‖𝑣𝑣‖2+𝑒𝑒2

              (4) 

Where 𝑣𝑣 is the vector containing all histograms in a block, 𝑓𝑓 is the normalization factor, 𝑒𝑒 is a small 
regularization constant, and ‖𝑣𝑣‖ is the vector norm.  

 
 Figure 7. Extraction of HOG Feature from Image 

After the normalization, all the vectors from each block of the images were concentrated into one giant 
vector, as seen in Figure 7d. Since a block of size 2 × 2 cells can have 4 horizontal and 3 vertical 
positions in a 5 × 4 cells image (250 × 200 pixels), a total of 4 × 3 = 12 positions of the block were 
possible. As mentioned earlier each block was represented by a 20 × 1 vector. Therefore, once all the 
blocks were concentrated, the HOG feature vector was found to have 20 × 12 = 240 entries.  
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4.1.2 Local binary pattern (LBP) feature 

LBP can effectively be used to extract texture-based image features for classification and pattern 
recognition purposes and was proposed in (53). LBP compares each pixel of an image to its neighborhood 
pixels to express the local variation of image texture. The LBP was initially developed considering a fixed 
3 × 3 window. However, a modified version of LBP with two parameters was used in this study to capture 
the texture variation in different scales.  The first parameter represents the number of pixels around the 
center pixel and was denoted by 𝑃𝑃, and the second parameter represents the radius of the circle and was 
denoted by 𝑅𝑅. The LBP features can be defined using Equation 5. 

𝐿𝐿𝐿𝐿𝐿𝐿𝑃𝑃,𝑅𝑅 = � 𝑠𝑠(𝑔𝑔𝑃𝑃 −  𝑔𝑔𝐶𝐶)2𝑝𝑝𝑃𝑃 = 𝑃𝑃−1
𝑃𝑃=0         (5) 

𝑠𝑠(𝑥𝑥) = �1, 𝑥𝑥 ≥ 0
0, 𝑥𝑥 < 0  

Here, 𝑃𝑃 is the number of pixels, 𝑅𝑅 is the radius, and  𝑔𝑔𝑃𝑃 and 𝑔𝑔𝐶𝐶 is the gray-level intensity of the 
surrounding and center pixel, respectively. 

In this study, 8 pixels (𝑃𝑃 = 8) around the center pixel and a radius of 1 (𝑅𝑅 = 1) were used, as seen in 
Figure 8. First, the differences in the grey-level intensity between the center pixel and neighboring pixels 
were calculated; then based on the values, each pixel was assigned with either 0 for negative value or 1 
for positive value, which ultimately produced a binary pattern of the center pixel. Similarly, binary 
patterns of all the pixels of an image were calculated, and then the patterns were categorized into two 
levels: uniform and non-uniform. A pattern was defined as uniform if it has a maximum of two 0-1 or 1-
0 transitions. For instance, 10000000 can be considered a uniform pattern since it has only one 1-
0 transition. Similarly, 11001001 can be considered a non-uniform pattern since it has four 0-1 or 1-
0 transitions. Since 𝐿𝐿𝐿𝐿𝐿𝐿8,1 was used, 256 patterns were extracted with 58 uniform and 198 non-uniform 
patterns. Separate labels were assigned to each uniform pattern, and a single level was assigned to all the 
non-uniform patterns; therefore, a total of 59 different labels were created (54, 55).  

 
Figure 8. Extraction of LBP Feature from Image 

4.1.3 Classification algorithm 

To train the weather detection model based on the HOG and LBP features, this study first considered 
three widely used machine learning classifiers: support vector machine (SVM), random forest (RF), and 
gradient boosting (GB). This study then also developed a multilevel detection model, where instead of 
using a single model for all weather conditions combined, four different machine learning classifiers were 
merged in a hierarchical structure to get better detection accuracy.  
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SVM is a supervised machine learning method based on the concept of optimal hyperplane and can be 
used for classification. It utilizes the kernel function to transform data, which then can be used to 
construct an optimal boundary, also known as a hyperplane, between the possible outputs.  The points 
closer to the hyperplane are defined as support vectors. They are the points that are most difficult to 
classify and used to maximize the margin of the classifier.  In order to get better classification results, the 
margin between the data points and the hyperplane needs to be maximized using a cost function. Two 
main parameters can be tuned during the training process: the regularization parameter, also known as 𝐶𝐶 
parameter, and gamma parameter. The 𝐶𝐶 parameter controls the amount of allowable misclassification 
during optimization. For a large value of 𝐶𝐶, the optimization will look for a hyperplane with a smaller 
margin capable of separating all the training points correctly; whereas, for a small value of 𝐶𝐶 the 
optimizer will look for a hyperplane with a larger margin, even if the hyperplane produces some 
misclassification. The gamma parameter controls the influence area during a single training. For high 
gamma, only the nearby points from the plausible line are considered in the calculation for creating the 
hyperplane. On the other hand, with low gamma, points far from the plausible line are also considered 
(56, 57). 

RF is an ensemble machine learning method that can be used to train models for both classification and 
regression. RF algorithm consists of numerous randomly selected decision trees. Two types of 
randomness are generally introduced into the model: each tree is created from a randomly selected sample 
of the training data, and at each node the variables are randomly selected to produce the best split. The 
randomness increases diversity in the model, leading to a more accurate overall prediction. To classify a 
new point, all the decision trees within the forest produce a prediction, and the RF algorithm selects the 
prediction with the largest number of votes. One of the advantages of using RF is its ability to reduce the 
risk of overfitting (58). 

GB is an ensemble learning technique, which produces a prediction model by converting weak learners 
into strong learners through the sequential adjustment of the weights based on errors from the previous 
iteration. In GB, the individual models are not based on a random selection of data; rather they are built 
sequentially where, in each successive iteration, the weights are adjusted by putting more weights on 
observations that are hard to predict and reducing the weights of those that are easy to predict. In GB, the 
gradient descent is used to minimize the loss function at every iteration. Note that the loss function is a 
measure of the prediction ability of a model. The hyperparameters of the GB are the learning rate, 
reduction of the learning rate (also known as shrinkage), boosting iteration, and decision-tree-related 
parameters (59).  

4.1.4 Development of the multilevel model  

In an attempt to improve the detection performance, the research team devised an algorithm, where 
instead of using a single model for all the weathers, four different machine learning classifiers were 
merged into a hierarchical structure. The steps of the proposed multilevel weather detection model are 
described as follows and illustrated in Figure 9. 

1) Train 4 separate detection models for each level: L1-based on image database-2 with four 
categories (clear, rain, snow, and fog); L2R-based on image dataset-3 with two categories (light 
rain and heavy rain); L2S-based on image dataset-4 with two categories (light snow and heavy 
snow); L2F-based on image dataset-5 with two categories (distant fog and near fog). For each of 
these levels, SVM, RF, and GB were trained separately, and the best-performing model was 
selected.  

2) Input the test image into the L1 model, and get the temporary weather category, 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡. 
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3) If 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is clear, the final category is clear; if 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is rainy, pass the input image to the L2R 
model to get the final rain category; if 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is snowy, pass the input image to the L2S model to 
get the final snow category; and if 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is foggy pass the input image to the L2F model to get 
the final fog category. 

 

  

Figure 9. Multilevel Weather Detection based on Categorical Structure 

In this study, five separate datasets were used to train, validate, and test different weather detection 
models. For each image dataset, 80% of the images were used to train and validate the detection models, 
and the rest of the data were used to test the performance of the calibrated models.  Note that the test data 
were not used during training and validation. In addition, 5-fold cross-validation was applied to validate 
and tune the hyperparameters of the models. The image dataset-1, which consisted of seven categories 
with 2,500 images in each category, was used to train and validate the SVM, RF, and GB models, as well 
as to test the accuracy of the SVM, RF, GB, and multilevel models. The rest of the datasets were used to 
train, validate, and test the detection models inside the multilevel weather detection structure. Image 
dataset-2, image dataset-3, image dataset-4, and image dataset-5 were used to train, validate, and test the 
L1, L2R, L2S, and L2F detection models, respectively. The summary statistics of the image data used in 
this study are shown in Table 4.   
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Table 4. Summary Statistics of the Image Datasets 

Datasets Purpose Weather 
Categories 

For Training and 
Validation 

For  
Testing 

Number of 
Images 

Equivalent 
video 
Duration 
(min) 

Number 
of 
Images 

Equivalent 
video 
Duration 
(min) 

Image  
Dataset-1 
(7 categories) 

• To train and 
validate the SVM, 
RF, and GB model 

• To test the SVM, 
RF, GB, and 
multilevel model 

Clear 2,000 166.67 500 41.67 
Light Rain 2,000 166.67 500 41.67 
Heavy Rain 2,000 166.67 500 41.67 
Light Snow 2,000 166.67 500 41.67 
Heavy Snow 2,000 166.67 500 41.67 
Near Fog 2,000 166.67 500 41.67 
Distant Fog 2,000 166.67 500 41.67 
Total 14,000 1166.67 3,500 291.67 

Image  
Dataset-2 
(4 Categories) 

• To train validate, 
and test the L1 of 
the multilevel 
model 

Clear 4,000 333.33 1,000 83.33 
Rain 4,000 333.33 1,000 83.33 
Snow 4,000 333.33 1,000 83.33 
Fog 4,000 333.33 1,000 83.33 
Total 16,000 1333.33 4,000 333.33 

Image  
Dataset-3 
(2 Categories) 

• To train validate, 
and test the L2R of 
the multilevel 
model 

Light rain 2,000 166.67 500 41.67 
Heavy Rain 2,000 166.67 500 41.67 

Total 4,000 333.33 1,000 83.33 

Image  
Dataset-4 
(2 Categories) 

• To train validate, 
and test the L2S of 
the multilevel 
model 

Light Snow 2,000 166.67 500 41.67 
Heavy Snow 2,000 166.67 500 41.67 

Total 4,000 333.33 1,000 83.33 

Image  
Dataset-5 
(2 Categories) 

• To train validate, 
and test the L2F of 
the multilevel 
model 

Distant Fog 2,000 166.67 500 41.67 
Near Fog 2,000 166.67 500 41.67 

Total 4,000 333.33 1,000 83.33 

 
As mentioned earlier, the proposed multilevel model consists of four independent detection models (e.g., 
L1, L2R, L2S, and L2F) in a hierarchical structure. For each of these models, SVM, RF, and GB 
classifiers were trained separately, and the best-performing models were selected for the final weather 
detection model. Considering the HOG-based features, the SVM produced the best performance in terms 
of detection accuracy and computational cost for all four models, as shown in Table 5. For instance, the 
performance of the SVM classifier based on HOG features for the L1 model was significantly better than 
the RF and GBT models with the highest detection accuracy of 93.3% and the lowest training time of 
122.3 seconds. The LBP-based models also produced similar results, where the SVM classifier yielded 
the best performance in terms of overall accuracy and computational cost for L1, L2R, and L2S models. 
However, considering the L2F model, the RF classifier provided the highest detection accuracy of 95.3%, 
although it required more time to train compared with the other models. Since the multilevel structure 
combined the L1, L2R, L2S, and L2F models, the final training time of the multilevel models were 
calculated by adding the sum of the training times of the best-performing models, which were around 138 
seconds and 53 seconds for HOG- and LBP-based features, respectively. 
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Table 5. Performance and Training Time of the Detection Models of the Multilevel Structure 
Feature 
Extraction 
Method 

Model  
Name 

Categories Classifier Overall 
Accuracy (%) 

Training  
Time (s) 

HOG 
(240 Features) 

L1 
Clear, Rain, 
Snow, Fog 

SVM 93.3 122.3 
RF 88.3 272.8 
GBM 88.7 372.3 

L2R 
Light Rain, Heavy 
Rain 

SVM 93.8 5.8 
RF 91.7 37.2 
GBM 91.9 43.2 

L2S Light Snow, 
Heavy Snow 

SVM 95.1 5.4 
RF 93.0 35.7 
GBM 93.1 41.9 

L2F Near Fog, Distant 
Fog 

SVM 96.9 5.1 
RF 95.5 34.2 
GBM 95.8 41.9 

LBP  
(59 Features) 

L1 
Clear, Rain, 
Snow, Fog 

SVM 91.3 39.1 
RF 89.8 67.0 
GBM 90.1 59.9 

L2R 
Light Rain, Heavy 
Rain 

SVM 93.3 2.1 
RF 91.3 9.8 
GBM 91.0 8.72 

L2S 
Light Snow, 
Heavy Snow 

SVM 93.3 1.9 
RF 92.2 9.9 
GBM 92.0 8.7 

L2F Near Fog, Distant 
Fog 

SVM 91.4 2.1 
RF 95.3 9.9 
GBM 94.8 8.6 

4.2  Deep Learning for Weather and Surface Detection from Webcams 

4.2.1 Learning algorithm 

To train and validate the weather and surface detection models, this study leveraged a cutting-edge deep 
learning technique named convolutional neural network (CNN). CNN was developed specifically for 
solving image classification problems, and previous studies have revealed that it can provide a high 
degree of detection accuracy and can outperform other traditional machine learning models (60–62). 
Similar to all other deep learning models, the architecture of CNN can be broadly categorized into three 
types of layers: an input layer, hidden layers, and an output layer.  

The primary purpose of the input layer is to receive the annotated input images and pass them to the 
subsequent hidden layers. The majority of the computation occurred at the hidden layers, which can be 
grouped into three types of layers, including convolutional, rectified linear unit (ReLU), and pooling 
layer. The convolution layer is the main building block of a CNN and consists of several filters with sizes 
less than the input images. These filters are moved across the input image in such a way that all the pixels 
are covered at least once and the dot product between the filter and the input is generated at every special 
position of the image. The resulting outputs from all the filters are then piled along the depth dimension to 
get the output of the convolution layer. The main purpose of the convolution layer is to extract features 
from the input image. While the initial convolution layers extract more generic features, as the network 
gets deep, the subsequent convolution layers extract more refined features, which are more suited to solve 
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the classification problem (63). The purpose of the ReLU layer is to perform a threshold operation on 
each element of the inputs to ensure fast and consistent training. The ReLU layer applies a function that 
returns the positive values directly and converts the negative values to zero (64, 65). Finally, the pooling 
layer reduces the amount of information generated from the preceding convolution layer to ensure the 
passing of only the most essential information to the next layers (29). The output layer usually consists of 
two types of layers: fully connected layer and softmax layer. The fully connected layer produces an 
output vector with dimensions equal to the number of output classes, which is then passed to the softmax 
layer to assign decimal probabilities to each of the output classes (29). The overall architecture of CNN is 
illustrated in Figure 10.  

  
Figure 10. The Architecture of Convolutional Neural Network (CNN) (29) 

Training of a CNN model from scratch requires large-scale precisely annotated image data, powerful 
computational resources, and careful crafting of the neural network architecture. Another approach of 
training a CNN model is transfer learning, which used the experiences gained from any of the previously 
trained CNN models. The pre-trained model can provide excellent detection accuracy and can outperform 
CNN models, which are built on completely new image data with relatively small training samples. 
Considering the advantages of the transfer learning technique, this study also utilized this method to train 
the weather and surface condition detection models. Previous studies have experimented with transfer 
learning using a number of pre-trained CNN models, including AlexNet, VGGNet, GoogLeNet, 
Inception, xception, SqueezeNet, MobileNet, DenseNet, ResNet18, and ResNet50 (66, 67). For this study, 
AlexNet, GoogLeNet, and ResNet18 are trained and comparatively evaluated to find the best performing 
weather and surface condition detection models. These models were selected considering their simple 
structure, fast training time, the capability of achieving high accuracy, and relatively less requirement for 
computation power. The following section briefly describes the architecture of the pre-trained model used 
in this study. 

AlexNet, proposed by Krizhevsky et. al. (60), was the first architecture that demonstrated the 
potential of using CNN in image classification and pattern recognition. AlexNet earned the 
ImageNet ILSVRC challenge in 2012 by outperforming other models by a significant margin. 
The architecture of AlexNet consists of five convolutional layers and three fully connected 
layers. In addition, the architecture also introduced ReLU layers for the first time, which 
substantially improved the training time of the model. AlexNet was trained using a subset of the 
ImageNet dataset and can identify 1,000 possible classes. Note that ImageNet is a massive image dataset 
with around 15 million annotated images and contains more than 20,000 categories (60).  

GoogLeNet was developed by a team at Google® with the aim of maximizing the computing resources 
inside the network (68). The problem of overfitting due to many deep layers was also addressed in this 
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architecture by introducing filters with multiple sizes capable of operating at the same level. However, its 
main advantage was the introduction of an “Inception Module” that drastically reduced the number of 
parameters to only four million compared with 60 million with AlexNet. The GoogleNet architecture 
consists of 22 deep layers with nine inception modules arranged linearly. The ends of the inception 
modules are linked to a global pooling layer to improve the performance in terms of recognition accuracy. 

ResNet18 presented an easily optimizable residual learning framework that enables the architecture to 
train ultra-deep neutral networks. Training of deep neural networks is difficult because of the conversing 
problem, which causes rapid degradation of accuracy with the increase of more layers in the network. 
ResNet18 solves this problem by introducing a deep residual learning framework, and therefore can 
provide a high degree of accuracy compared with other CNN models with similar depth (69).  ResNet-18 
has a total of 18 layers with serially connected basic blocks in addition to shortcut connections parallel to 
each basic block (70).   

4.2.2 Development of weather and surface condition detection model 

As mentioned earlier, to develop the detection models, this study leveraged three pre-trained 
CNN models, including AlexNet, GoogLeNet, and ResNet18. Different sets of CNN models 
were developed for weather and surface condition detection. In order to apply the pre-trained 
models, transfer learning techniques have been utilized, where the last few layers of the pre-
trained models have been modified or replaced to achieve the weather and surface condition 
detection tasks. For AlexNet, the last two layers were removed and replaced with two new layers: a fully 
connected layer with three classes and an output layer. Similarly, the last three layers of the GoogLeNet 
were updated with a fully connected layer, a softmax layer, and a classification layer to accommodate the 
new image categories. Similar strategies were also followed for updating the ResNet18. In addition, the 
input image size was also modified to meet the requirements of the pre-trained models. Note that AlexNet 
requires an input image size of 227 × 227 pixels, whereas both GoogLeNet and ResNet18 require an 
image size of 224 × 224 pixels.  

The initial hyperparameters of the model were updated by carefully observing the training progress and 
validation results for different parameters. Note that 80% of the training images were used for training 
and the remaining 20% were used for validation. The 80%-20% split is widely used in the literature for 
developing machine learning models and is based on the Pareto Principle (71, 72). In this study, the 
overall validation accuracy was calculated and reported every 15 iterations.  

4.2.3 Performance evaluation of the detection models 

The performance of the models was evaluated by applying seven performance indices: sensitivity, false 
negative rate (FNR), specificity, false positive rate (FPR), accuracy, precision, and F1-score. Previous 
studies have used these indices to evaluate the quality of the learning algorithm (67, 73, 74). Sensitivity or 
recall measures the ability of the model to correctly classify an image group. In other words, it represents 
the degree of accuracy of positive examples and can be defined by Equation 1, where 𝑇𝑇𝑇𝑇 and 𝐹𝐹𝐹𝐹 refer to 
true positives and false negatives, respectively, of an image group. 𝑇𝑇𝑇𝑇 represents the number of images 
that are correctly classified, whereas 𝐹𝐹𝐹𝐹 is the number of images that are misclassified as other images. 
In addition, the counterpart of recall is called FNR and can be described using Equation 2.   

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦 (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

        (1) 

𝐹𝐹𝐹𝐹𝐹𝐹 = 1 − 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅          (2) 
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Specificity or true negative rate (TNR) corresponds to the proportion of negatives cases that were 
classified correctly and can be expressed using Equation 3, where 𝑇𝑇𝑇𝑇 and 𝐹𝐹𝐹𝐹 represent true negative and 
false positive, respectively, of an image group.  𝑇𝑇𝑇𝑇 corresponds to the number of negative cases that are 
correctly classified, and 𝐹𝐹𝐹𝐹 corresponds to the negative cases that are misclassified as positive cases. FPR 
is the counterpart of specificity and can be defined using Equation 4.   

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑇𝑇𝑇𝑇𝑇𝑇) = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

         (3) 

𝐹𝐹𝐹𝐹𝐹𝐹 = 1 − 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆         (4) 

Accuracy measures the overall ability of detection models to correct classification and is the most widely 
used matrix to evaluate the performance classification; however, its value could be misleading, especially, 
for classification problems with imbalanced data, where a particular image group has a significantly 
higher recall value compared with other groups. The overall accuracy of a model can be defined using the 
following equation.  

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

         (5) 

Precision indicates the ability of a model to classify images correctly, with no false prediction, and can be 
described using Equation 6. In other words, precision represents the predictive power of a model because 
it represents the degree of correctly identified positive images out of all the predicted positive images 
(73).    

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

          (6) 

In classification problems, a model might have high recall with low precision value and vice versa. The 
best performance is achieved only when a model has balanced high recall and precision values, which 
could be measured using an index called F1-score, as described in Equation 7. F1-score represents the 
harmonic mean of precision and recall, and a high F1-score indicates that the model is balanced with a 
high recall and precision value.       

𝐹𝐹1 − 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 2 × 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃×𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

        (7)
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5. RESULTS AND DISCUSSIONS 

5.1  Trajectory-Level Weather Detection 

The detailed descriptions of the findings from this study have been presented in the following section. 
First, preliminary investigations of the extracted features have been conducted to examine significant 
differences among the image groups. Next, the results from the hyper-parameter tuning have been 
discussed. Afterward, the performance of the trained machine learning models has been described in 
terms of several performance indices. Subsequently, a comprehensive compression of the computational 
cost of different models has been provided. Finally, the effect of the number of features on multilevel 
weather detection has been investigated. The HOG and LBP features were extracted using the Computer 
Vision Toolbox™ in MATLAB® version 9.8 (R2020a). Once the features were extracted, all analyses 
were conducted in R® programming language version 3.6.3. R® is an open-source programming software 
for statistical computations and machine learning modeling. Most of the recent developments in the field 
of statistics and machine learning are usually available in R® through different packages and can be used 
on most operating platforms, including Windows, macOS, and Linux. All the machine learning models 
were trained, validated, and tested using the “caret” package in R®.  

5.1.1 Preliminary investigation of the extracted features 

As mentioned earlier, 240 HOG features and 59 LBP features were used to develop the weather detection 
models. Before starting the modeling step, the value of all the features was thoroughly investigated in 
order to determine if the features can be used as training parameters. According to Figure 11, the average 
values of both HOG and LBP features are significantly different among the categories. For instance, the 
HOG features of the clear image group have relatively higher values compared with the other image 
groups. Similarly, the heavy snow image group has higher values compared with the light snow image 
group for most of the HOG features. Similar kinds of variations were also found for other image groups 
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Figure 11. Comparison of HOG and LBP Features between Different Weather Conditions 
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Multivariate analysis of variance (MANOVA) was used to determine whether there are differences in 
LBP and HOG features among the image groups. MANOVA is a powerful statistical technique that can 
simultaneously test the differences in population means of independent variables between multiple 
dependent variables (Finch, 2005). In this study, weather categories are the dependent variables, whereas 
240 HOG features and 59 LBP features are the independent variables. Table 6 provided the MANOVA 
test results based on four test statistics. 

Table 6. Multivariate Analysis of Variance (MANOVA) Test for HOG and LBP Features 

  Test  
statics  F 

Hypothesis 
df 

Error  
df P-value 

HOG 
Features 

Wilks’ Lambda 2.9 52.6 1440 82554 < 0.01 
Pillai Trace 0.1 60.3 1440 82511 < 0.01 
Hotelling-Lawley 7.2 69.0 1440 82514 < 0.01 
Roy’s Largest Root 2.6 151.62 240 13759 < 0.01 

LBP 
Features 

Wilks’ Lambda 2.20 294.37 354 179640 < 0.01 
Pillai Trace 0.03 391.35 354 178822 < 0.01 
Hotelling-Lawley 6.47 546.81 354 179600 < 0.01 
Roy’s Largest Root 3.96 2007.03 59 29940 < 0.01 

Considering the HOG features, the statistical hypothesis can be described as follows: 

𝐻𝐻𝑜𝑜: 𝜇𝜇1 = 𝜇𝜇2 = 𝜇𝜇3 … … … … …  =  𝜇𝜇240   

𝐻𝐻1: 𝜇𝜇1 ≠ 𝜇𝜇2 ≠ 𝜇𝜇3 … … … … …  ≠  𝜇𝜇240 

Here, 𝐻𝐻𝑜𝑜 = null hypothesis, 𝐻𝐻1 = alternative hypothesis, 𝜇𝜇 = population mean.  

The Wilks’ Lambda test, with F (1440, 82554) = 52.6 and p-value < 0.01, indicates that 𝐻𝐻𝑜𝑜 should be 
rejected at a 99% confidence level. In other words, the population means of the HOG features are 
significantly different among the image groups at a 99% confidence level. Other test statistics also 
rejected the null hypothesis. Similarly, the LBP features were also found to be significantly different 
among the image groups, as seen from Table 6. Overall, the figures and the statistical tests indicate that 
the HOG and LBP features are significantly different among the image groups and therefore can be 
effectively utilized to train the weather detection models. 

5.1.2 Hyper-parameter tuning 

To identify the best SVM, RF, and GB models using the image features, instead of using the default 
values, the hyperparameters of these models were tuned. Hyperparameters are specific properties that are 
used to control various aspects of the machine learning algorithms and can have substantial effects on 
their complexity and performance (Chicco, 2017). However, there is no straightforward approach to tune 
the hyperparameters, and tuning mostly relies on experimental results rather than theory. The most 
commonly used methods for tuning the hyperparameters are grid-search (Chicco, 2017). In this study, this 
method was applied to find the best possible hyperparameters for each of the weather detection models 
using the “caret” package in R. A 5-fold cross-validation was used to evaluate the performance of the 
models. For the SVM models, two parameters (gamma and cost) can be tuned. As shown in Figure 12a 
and Figure 12b, the best performance was achieved for gamma and cost values of 0.001 and 20, 
respectively, for the SVM model using HOG; and 0.01 and 20, respectively, for the SVM model using 
LBP. Note that several kernel functions, including linear, polynomial, radical, and exponential, were 
considered during the tuning process. However, the radial kernel function produced the best performance. 
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Considering the RF model, two parameters can be tuned: the number of trees to grow (ntree) and the 
number of variables randomly sampled at each tree node (mtry). According to Figure 12c and Figure 12d, 
the best combination for the “ntree” and “mtry” was found to be 600 and 20, respectively, for the RF 
model using HOG; and 500 and 20, respectively, for the RF model using LBP. Similarly, during the 
training of the GB model, two parameters, including the number of trees (ntree) and the number of splits 
on a tree (interaction depth), were tuned. The best detection accuracy was found for an “interaction depth” 
of 12 and an “ntree” of 700 for the GB model using HOG, as shown in Figure 12e. Also, the best 
performance was found for an “interaction depth” of 12 and an “ntree” of 600 for the GB model using 
LBP, as seen in Figure 12f. Note that for the multilevel model, hyperparameters were also tuned for each 
of the models inside the hierarchical structure.  

 
Figure 12. Parameter Tuning of the Weather Detection Model for Image Dataset-1 
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5.1.3 Performance of the weather detection model using HOG feature 

The detection accuracy of the SVM models was found to be around 86%, meaning 86% of the images 
were classified correctly. Also, the near fog image group had the highest true positive (TP) rate and the 
lowest false negative (FN) rate, where only about 94% of the near fog images were correctly classified. 
The lowest accuracy was found for the light rain image group with an accuracy of about 78%. The reason 
for this low accuracy is because light rain is very similar to light snow and clear weather. However, for 
extremely adverse weather conditions, e.g., heavy rain, light rain, and near fog, the detection accuracy 
was found to be more than 90% as seen in Table 7.  

The overall detection accuracy of the trained RF model was found to be around 82%. The near fog image 
group had the highest TP rate with 90% correct classification, whereas the light rain image group had the 
lowest TP rate with 29% misclassification. Similarly, the prediction accuracy of the heavy rain, light rain, 
light snow, heavy snow, and distant fog was found to be around 72%, 86%, 80%, 87%, and 76%, 
respectively, using the trained RF model.         

The trained GB model performed slightly worse than the RF model, with an overall prediction accuracy 
of around 81%. Again, the near fog image group had the highest accuracy with only 10% 
misclassification; more precisely, 3.4 %, 0.4%, 1%, 4.6%, 0.2%, and 0.4% of the near fog images were 
classified as distant fog, heavy snow, light snow, heavy rain, light rain, and clear, respectively.    

The most promising results were found for the multilevel weather detection model. This modeling 
technique produced significantly better detection accuracy compared with the other models due to several 
reasons.  First, the texture image features of the image groups might have some similarities. For instance, 
the light rain and the light snow image groups might have some similar properties. Therefore, if a single 
model is used for detecting all the weather conditions, there will be a greater possibility of getting 
misclassification, especially for categories with similar features. Since the proposed multilevel structure 
detected the levels of adverse weather using separate independent models, it reduced such 
misclassification. Secondly, a particular classifier may produce better prediction accuracy for a particular 
type of weather condition. For example, SVM might produce better detection accuracy for identifying 
levels of rain, e.g., light rain and heavy rain, but might not necessarily perform well for detecting levels of 
fog, e.g., distant fog and near fog. Since the proposed multilevel structure used four independent models, 
each being the best performing model for that particular weather group, it improved the overall detection 
accuracy. The overall detection accuracy was found to be around 89%, which is around 3% higher than 
the SVM model and around 8% higher than the RF and GB model. The detection accuracy for most of the 
image categories was found to be more than 90%, as seen in Table 7. The highest accuracy (95%) was 
found for the near fog image group, and the lowest accuracy (80%) was found for the light rain image 
group.   
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Table 7. Performance of the Weather Detection Models Using HOG Features 

Model 
Performance 
Measure 

Clear 
Light 
Rain 

Heavy 
Rain 

Light 
Snow 

Heavy 
Snow 

Distant 
Fog 

Near 
Fog 

SVM 

TP Rate/Sensitivity 84.2 78.2 90.4 84.4 90.6 79.8 94.2 

FN Rate 15.8 21.8 9.6 15.6 9.4 20.2 5.8 

Overall Accuracy 86.0 

RF 

TP Rate/Sensitivity 81.0 71.6 86.2 80.0 87.0 76.0 90.0 

FN Rate 19.0 28.4 13.8 20.0 13.0 24.0 10.0 

Overall Accuracy 81.7 

GB 

TP Rate/Sensitivity 80.8 71.4 85.8 80.6 86.7 74.2 90.0 

FP Rate 2.8 5.1 3.2 3.4 2.0 3.8 1.4 

Overall Accuracy 81.3 

Multilevel 
Model 

TP Rate/Sensitivity 92.4 80.2 92.6 90.8 93.8 82.2 95.0 

FN Rate 7.6 19.8 7.4 9.2 6.2 17.8 5.0 

Overall Accuracy 89.2 

5.1.4  Performance of the weather detection model using LBP feature 

The detection accuracy of the weather detection models utilizing the LBP feature is listed in Table 8. 
Overall, the performance of the models is better than the models calibrated using HOG features. The 
overall detection accuracy of the model using SVM was around 89%; specifically, the clear, light rain, 
heavy rain, light snow, heavy snow, distant fog, and near fog images had a detection accuracy of 91%, 
83%, 91%, 91%, 91%, 87%, and 92% respectively.  

The trained RF model using the LBP feature provided an overall detection accuracy of 82.4%, which is 
marginally higher than the RF model using the HOG feature. The lowest FN rate was found for near fog, 
with only 10% misclassification, whereas the highest FN rate was found for light rain with 23% 
misclassification.  

Considering the GB model with LBP features, the overall detection accuracy was 82%, which is slightly 
lower than the detection accuracy of the RF model, as seen in Table 8. The highest TP rate was found for 
the near fog image group, and the lowest TP rate was found for the light rain image group.   

 As expected, the multilevel weather detection model performed better compared with the other models 
with an impressive overall accuracy of about 91%; specifically, the clear, light rain, heavy rain, light 
snow, heavy snow, distant fog, and near fog images had a detection accuracy of about 95%, 84%, 92%, 
90%, 93%, 88%, and 94%, respectively. The false positive (FP) rate of the clear image group was found 
to be only 1.6%, which means only 1.6% of other adverse weather conditions were classified as clear 
weather. Note that from a safety perspective, the higher the FP rate, especially in clear weather, the 
greater the associated risk because in such scenarios, drivers will be exposed to adverse weather without 
any prior warning. In addition, a high FN rate of clear weather will create frequent false alarms because it 
will give drivers adverse weather warnings in clear roadway conditions. This could grow disrespect for 
the system and might increase compliance issues. The FN rate for the multilevel weather detection model 
based on LBP features was only 5%, as seen in Table 8.  
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Table 8. Performance of the Weather Detection Models Using LBP Features 

Model 
Performance 
Measure 

Clear 
Light 
Rain 

Heavy 
Rain 

Light 
Snow 

Heavy 
Snow 

Distant 
Fog 

Near 
Fog 

SVM 

TP Rate/Sensitivity 91.4 82.8 91.0 91.0 91.0 87.0 92.4 

FN Rate 8.6 17.2 9.0 9.0 9.0 13.0 7.6 

Overall Accuracy 89.4 

RF 

TP Rate/Sensitivity 86.0 77.4 82.0 78.6 82.0 80.8 90.0 

FN Rate 14.0 22.6 18.0 21.4 18.0 19.2 10.0 

Overall Accuracy 82.4 

GB 

TP Rate/Sensitivity 85.8 75.6 82.0 79.0 82.2 79.8 89.8 

FN Rate 14.2 24.4 18.0 21.0 17.8 20.2 10.2 

Overall Accuracy 82.0 

Multilevel 
Model 

TP Rate/Sensitivity 95.0 83.6 92.0 90.2 93.0 88.4 94.2 

FN Rate 5.0 16.4 8.0 9.8 7.0 11.6 5.8 

Overall Accuracy 91.0 

 
5.1.5  Comparison of the computational cost of the weather detection models 

The extraction time of the image features based on LBP and HOG, as well as the training time of the 
weather detection models, are provided in Table 9. All the computations were performed on a workstation 
with an Intel® Xeon CPU E3-1240 3.4 GHz processor, 24 GB of RAM, and an NVIDIA® Quadro K620 
GPU. The feature extraction times of image dataset-1, which consisted of 17,500 images, were 82.3 
seconds and 114.4 seconds for HOG and LBP-based features, respectively. As mentioned earlier, this 
dataset was used to train, validate, and test the SVM, RF, and GBT models. However, the total feature 
extraction time of the multilevel model was found to be 180.2 and 240.7 seconds for HOG and LBP-
based features, respectively. The multilevel model required a higher extraction time since it leveraged 
four image datasets with 35,000 total images to train four independent models in the hierarchical structure 
of the multilevel model.  

The lowest training times for both HOG and LBP-based models were found for the SVM model followed 
by the multilevel model, RF and GBM, as shown in Table 9. The HOG-based weather detection models 
required more time to train compared with LBP-based models since HOG had 240 features compared 
with only 59 features for LBP. After training, each classifier can instantaneously detect weather 
conditions from images; therefore, all the trained models can be used in real time to detect weather 
conditions. Although the computational cost of the multilevel model is relatively higher, its detection 
accuracy is significantly superior compared with the other detection models. Therefore, considering the 
available resources and the trade-off between performance and computational cost, transportation 
practitioners could decide on the selection of the appropriate weather detection model. 
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Table 9.  Computational Cost of the Weather Detection Models 
Feature 
Extraction 
Method 

Model Dataset Used 
Total 
Number of 
Images 

Feature 
Extraction 
Time (s) 

Training 
Time (s) 

Overall 
Accuracy 

HOG 
(240 Features) 

SVM ID-1 17,500 82.3 85.4 86.0 
RF ID-1 17,500 82.3 194.4 81.7 
GBM ID-1 17,500 82.3 218.6 81.3 
Multilevel 
Model 

ID-2, ID-3, ID-4, 
ID-5 

35,000 180.2 138.6 89.2 

LBP 
(59 Features) 

SVM ID-1 17,500 114.4 17.4 89.4 
RF ID-1 17,500 114.4 41.2 82.4 
GBM ID-1 17,500 114.4 41.4 82.0 
Multilevel 
Model 

ID-2, ID-3, ID-4, 
ID-5 

35,000 240.7 53.0 91.0 

*ID = Image Dataset; SVM = Support Vector Machine, RF = Random Forest, GBM = Gradient Boosting Tree  

5.1.6 Effect of the number of features on multilevel weather detection 

In an attempt to investigate the effect of the number of training features on model performance, a 
sensitivity analysis was conducted, where the performance of the multilevel model was tested with the 
increasing number of training features. The number of features using HOG was increased by changing the 
cell (𝐶𝐶) and bin (𝐵𝐵) sizes. The cell size determines the amount of spatial information to be captured; 
therefore, to capture large-scale spatial information, a larger cell size is needed (MathWorks, 2020a). On 
the other hand, the bin size determines the number of orientation details. Therefore, to capture finer 
details, a larger bin size is required. By changing these two parameters, the number of features for training 
the weather detection models using HOG increased from 240 to 980. Similarly, the features of the LBP 
were increased by changing the number of neighbors (𝑃𝑃) around the center pixels. Increasing the value of 
𝑃𝑃 provides greater details around each pixel (MathWorks, 2020b). In this analysis, six values of 𝑃𝑃 were 
used ranging from 8 to 24. The number of features increased from 59 for a 𝑃𝑃 value of 8 to 555 for a 𝑃𝑃 
value of 24. As expected, the classification accuracy of the multilevel weather detection model was 
improved with the increasing number of features at the expense of more computational power, as shown 
in Table 10. Considering the HOG features, the classification accuracy was improved from 89.2% using 
240 features to 95.4% using 980 features. After that, no significant improvement in accuracy was 
observed. However, the features extraction time and the training time increased from 180.2 seconds to 
391.3 seconds and 138.6 seconds to 712.9 seconds, respectively. A similar trend was also observed for the 
weather detection model based on LBP features. The detection accuracy was improved from 91% using 
59 features to 96.4% using 555 features. However, as expected, both the feature extraction time and the 
training time increased significantly, as listed in Table 10. Therefore, keeping the practical aspects in 
mind, such as applications in a CV environment, this study suggests the use of a lower number of features 
when the weather detection model needs to be trained and run on a smartphone platform due to its fewer 
requirements for computational resources. However, for other cases, when the weather detection model 
could be trained and applied off-road, such as in the Traffic Management Center (TMC), utilization of 
more features is suggested due to its relatively higher detection performance. 
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Table 10. Effect of the Number of Features on Multilevel Weather Detection 

Feature 
Extraction 
Method 

Configuration 
Number of 
features 
extracted 

Feature 
Extraction 
Time (s) 

Training 
Time (s) 

Overall 
Accuracy 
(%) 

HOG 

C = 50 × 50, B = 5  240 180.2 138.6 89.2 

C = 50 × 50, B = 7 336 228.7 265.8 91.9 

C = 40 × 40, B = 5 400 234.8 336.1 93.4 

C = 40 × 40, B = 7 560 263.3 494.3 95.1 

C = 30 × 30, B = 5 700 333.0 543.3 94.5 

C = 30 × 30, B = 7 980 391.3 712.9 95.4 

LBP 

P = 8 59 240.7 53.0 91.0 

P = 12 135 398.9 86.9 93.1 

P = 16 243 420.4 131.1 95.4 

P = 20 383 591.5 212.4 96.2 

P = 22 465 709.7 276.13 96.2 

P = 24 555 748.3 432.1 96.4 
*C = Cell size, B = Bin size, P = Number of neighbors 

5.2  Weather and Surface Condition Detection from Webcams 

5.2.1 Training and validation 

The training progress of the weather detection models along with training and validation accuracy is 
illustrated in Figure 13. Note that for validation, the holdout technique has been applied where 80% (a 
total of 9,600 images with 3,200 images in each category) of the training and validation data were used to 
train the weather detection models, and the remaining 20% (a total of 2,400 images with 800 images in 
each category) were used for validation. The ResNet18 was found to be the best performing model during 
validation with an overall accuracy of around 97% at the final iteration. After several trials, the best set of 
parameters for this model was found to be as follows: maximum epochs = 3, batch size = 300, optimizer: 
stochastic gradient descent (SGD), initial learning rate = 0.001, learning rate drop factor = 0.1, and 
learning rate drop period = 8. The GoogLeNet also provided nearly identical performance, the accuracy of 
which gradually increased from 31% at the first iteration to 97% at the final iteration. Similarly, the 
AlexNet also produced a very good validation accuracy of 93% at the final iteration after three epochs of 
training.   
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Figure 13. Training Progress of Weather Detection Models, a) AlexNet, b) GoogLeNet, c) ResNet18 

The training progress of the surface condition detection models along with training and validation 
accuracy is illustrated in Figure 14, which shows that the ResNet18 model provided the best performance 
during validation. To optimize all the surface condition detection models, SGD with an initial learning 
rate of 0.0001 was used at every iteration. Instead of using a constant learning rate for parameter updates, 
SGD uses adaptive learning rates for each parameter, which enables it to provide the best optimization 
within the least possible time (Khan and Ahmed, 2020). The overall validation accuracy of the ResNet18 
model was about 65% at the first iteration, which gradually improved and reached around 98% at the final 
iteration after three epochs of training. Conversely, AlexNet and GoogLeNet produced an overall 
validation accuracy of about 95% and 97%, respectively, at the end of the training.   
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Figure 14. Training Progress of Surface Condition Detection Models, a) AlexNet, b) GoogLeNet,  

c) ResNet18 

In an attempt to further investigate the performance of the pre-trained CNN, models K-fold cross-
validation technique was also applied. K-fold cross-validation is a model validation technique that 
randomly splits the dataset into 𝑲𝑲 number of sets or folds of approximately equal size. Subsequently, each 
𝑲𝑲 fold is considered as validation data and the remaining  𝑲𝑲− 𝟏𝟏 folds are used to train the machine 
learning model. This study used 5-fold cross-validation because a value of  𝑲𝑲 = 𝟓𝟓 is recommended by 
many researchers and is widely used in the field of applied machine learning (James et al., 2017). The 
training and validation dataset used in this study for weather detection consisted of 12,000 images with 
4,000 images in each weather category. Therefore, each fold consisted of 2,400 images with 800 images 
in each weather category. The validation and training dataset for surface condition detection also had 
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similar kinds of splits. The accuracy using 5-fold cross-validation along with holdout validation are listed 
in Table 11. Interestingly, 5-fold cross-validation and holdout validation provided similar performance in 
terms of accuracy. The highest overall cross-validation accuracy of 97.4% for detecting weather 
conditions was found for the ResNet18 model. The GoogleNet also produced a marginally lower accuracy 
of 96.9%. Considering surface condition detection, again the ResNet18 produced the best performance 
with an overall cross-validation accuracy of 97.6%.   

Table 11. Model Performance During Validation 
  5-fold Cross-Validation Holdout 

Validation 
Accuracy  Model Fold 1 

Accuracy 
Fold 2 
Accuracy 

Fold 3 
Accuracy 

Fold 4 
Accuracy 

Fold 5 
Accuracy 

Overall 
Accuracy 

Weather 
Detection 

AlexNet 92.9 93.0 93.7 94.2 94.8 93.7 93.2 

GoogLeNet 95.9 97.1 96.1 97.4 97.9 96.9 96.6 

ResNet18 97.4 97.0 96.4 97.8 98.4 97.4 97.1 

Surface 
Condition 
Detection 

AlexNet 94.9 95.4 96.2 96.1 96.6 95.9 95.1 

GoogLeNet 96.6 95.9 97.6 98.4 98.1 97.3 96.7 

ResNet18 97.1 96.2 98.3 97.8 98.7 97.6 98.5 

 
5.2.2 Performance evaluation 

After the training and validation, the surface and weather detection models’ performance was evaluated 
using a test dataset consisting of 20% of the original images, which corresponds to a total of 3,000 images 
with 1,000 images in each weather category. The quality of the models was evaluated using seven 
performance indices: overall accuracy, precision, sensitivity, specificity, F1-score, FPR, and FNR. All the 
pre-trained models provided a high degree of performance with an accuracy of more than 92%, as seen in 
Table 12. Starting with the overall accuracy for the surface condition detection models, the ResNet18 
provided the best performance with an unprecedented overall detection accuracy of 99.1%, which is in 
accordance with the accuracy (98%) found during validation. Other performance indices were also found 
to be higher for the ResNet18 model compared with the other two models. However, the training time of 
this model was 106 minutes on a single CPU, which was significantly higher than the AlexNet. However, 
the AlexNet provided the least performance with an overall detection accuracy of 94.7%. This study 
recommends the use of ResNet18 for surface condition detection considering its superior performance; 
however, for practical application purposes, transportation practitioners should consider the trade-off 
between accuracy and computational requirements. If the model needs to train and run on a smartphone 
platform with relatively less processing power, the AlexNet could be adopted since its simple structure 
significantly reduces the need for computational power.  

 All the weather detection models also provided very good results with ResNet18 being the best, 
where an overall detection accuracy of 97.3% was achieved for correctly detecting three weather classes: 
clear, light snow, and heavy snow, as seen in Table 12. Other performance measures of this model were 
also found to be superior compared with the other models. The GooLeNet produced nearly identical 
performance compared to the ResNet18 but required significantly higher training time. The lowest 
performance was observed for the AlexNet with an overall detection accuracy of 92.4%. Therefore, based 
on the performance measures, similar to the surface condition detection models, this study also suggests 
the use of ResNet18 to develop weather detection models from webcams.  
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The computational requirements of the proposed weather and surface condition detection models are 
listed in Table 12. All the computations were performed on a workstation with Intel Xeon CPU @ 3.4 
GHz processor, 12 Gb of memory, NVIDIA Quadro K620 graphics, and 64 bits Windows 10 operating 
system. For both weather and surface condition detection, AlexNet required the least and GoogLeNet 
required the highest amount of time. Relative training time was also observed by calculating the ratio of 
other pre-trained models (e.g., GoogLeNet and ResNet18) with the AlexNet, which shows that 
GoogLeNet and ResNet18 required 5.2 and 2.6 times more computational resources, respectively, 
compared with AlexNet for weather detection. Similar results were also observed for surface condition 
detection. Note that after training, each model can instantaneously detect weather and surface conditions 
from images; therefore, all the models can be used in real time.  

The webcams used in this study have a frame rate of 30 fps. However, during the implementation phase, 
the research team will not consider images from every frame. To reduce the computational requirements, 
10 images per minute will be extracted and weather and surface conditions will be updated every five 
minutes on the TMC website and 511 apps. Also, if multiple conditions are present within these five 
minutes, a weighted average will be used to get more accurate real-time weather and surface conditions. 

Table 12. Performance Measures of The Pre-Trained Weather and Surface Condition Detection Models 

 Model 
Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

Specificity 
(%) 

F1-
score 
(%) 

FPR 
(%) 

FNR 
(%) 

Training 
Time 
(mins) 

Relative 
Training 
Time 

Weather 
Detection 

AlexNet 92.4 92.5 92.4 96.1 92.4 3.9 7.6 39 1 

GoogLeNet 97.2 97.2 97.2 98.6 97.2 1.4 2.8 203 5.2 

ResNet18 97.3 97.3 97.3 98.6 97.3 1.4 2.7 102 2.6 

Surface 
Condition 
Detection 

AlexNet 94.7 94.7 94.7 97.3 94.7 2.7 5.3 42 1 

GoogLeNet 96.7 96.9 97.0 98.4 97.0 1.6 3 212 5.0 

ResNet18 99.1 99.2 99.6 99.2 99.1 0.8 0.4 106 2.5 

 

In order to obtain more insights from the best performing weather and surface detection models (e.g., 
models based on ResNet18 architecture), performance measures were calculated for each class, as listed 
in Table 13, and visualized using confusion matrices, as illustrated in Figure 15. The numbers along the 
diagonal represent the correct classification of the respective image group and are marked as blue.  
Considering the surface condition detection model, the highest precision, as well as the highest recall, was 
found for the dry image group; specifically, out of 1,000 test dry surface images only one image was 
misclassified as snowy surface and four images were misclassified as wet/slushy surface. The lowest FNR 
(0.5%) and the lowest FPR (0.3%) were also found for the dry images group. Considering the safety-
related practical applications, a high degree of FPR of the dry surface condition is particularly hazardous 
because it would increase the risk by exposing drivers to affected road surface conditions without 
warnings. Conversely, a high degree of FNR of dry surface conditions would provide frequent false 
warnings, which might lead to disrespect for the warning systems and might decrease the compliance rate. 
The lowest performance was found for the wet/slushy image group with a recall value of 99.5%, where 12 
images were misclassified as snowy surface images, as seen from Figure 15a. This could be because slush 
and snow might look similar, especially, when the snow just starts to melt after a heavy snowfall. 
Interestingly, out of 1,000 test images, only two slushy surface images and three snowy surface images 
were misclassified as dry surfaces, which indicates the model’s unprecedented ability to detect adverse 
surface conditions.   
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Considering the weather detection model, the best performance was observed for the clear image group 
with a recall value of 99.6%, followed by heavy snow and light snow image groups with recall values of 
99.2% and 99.3%, respectively, as seen in Table 13. Out of 1,000 clear images only two and five images 
were wrongly classified as light snow and heavy snow, respectively, as seen in Figure 15b. The FPR of 
the clear group was also found to be very low with a value of only 0.8%. In safety applications, a low 
FPR of clear weather ensures better safety, whereas a low FNR promotes better compliance. The lowest 
detection was observed for the light snow image group with a recall value of 93.6%; specifically, 51 and 
13 light snow images were misclassified as heavy snow and clear images, respectively.  

Table 13. Detection Summary of the Trained Weather and Surface Condition Detection Model 
Using ResNet18 

Model 
Image 
Category 

Precision 
(%) 

Recall 
(%) 

Specificity 
(%) 

F1-score 
(%) 

FPR 
(%) 

FNR 
(%) 

Overall 
Accuracy 
(%) 

Weather 
Detection 

Clear 98.5 99.3 99.2 98.9 0.8 0.7 

97.3 Heavy Snow 94.8 99.0 97.3 96.9 2.7 1.0 

Light Snow 98.6 93.6 99.3 96.0 0.7 6.4 

Surface 
Condition 
Detection 

Dry 99.5 99.5 99.7 99.5 0.3 0.5 

99.1 Snowy 98.7 99.4 99.3 99.0 0.7 0.6 

Wet/Slushy 99.3 98.6 99.6 98.9 0.4 1.4 

 

 
Figure 15. Confusion Matrix of the Trained Models Using Resnet18, A) Surface Condition Detection 

Model, B) Weather Detection Model  

As mentioned earlier, the weather and surface condition detection models were trained using images 
extracted from a 402-mile corridor of I-80 in Wyoming. However, to evaluate the performance of the 
proposed detection models on other roadways, a separate image dataset was created using webcam 
images from various locations on I-25, I-90, US14, US 20, and US 287 in Wyoming. This new image 
dataset consisted of 300 weather images with 100 images in each weather category and 300 surface 
images with 100 images in each surface category. Subsequently, the new images were tested using the 
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previously trained weather and surface condition detection models based on ResNet18 architecture. It was 
found that 93.7% of the weather images (281 out of 300 images) and 95.3% (286 out of 300 images) of 
the surface images were correctly classified, indicating that the proposed detection models can perform 
equally well on other roadways. 

5.2.3 Comparison of the proposed pre-trained CNN with traditional machine learning 
models 

In order to compare the results of the proposed weather and surface condition detection models based on 
pre-trained CNN architecture with the traditional machine learning models, six models, classification and 
regression tree (CART), k-nearest neighbors (K-NN), support vector machine (SVM), random forest 
(RF), gradient boosting (GB), and naïve bayes (NB), were trained and comprehensively evaluated using 
the same image datasets. Since traditional machine learning requires the extraction of image features to 
train the models, this study leveraged a widely used and effective feature extraction method, local binary 
pattern (LBP), to extract the image features. LBP compares each pixel of an image to its neighborhood 
pixels to express the local variation of image texture (Ojala et al., 1996). Although LBP was created 
considering a fixed 3 × 3 window to capture the texture variation, this study leveraged an updated version 
of LBP with two parameters. The first parameter describes the number of pixels around the center pixel 
and was denoted by P, and the second parameter defines the radius of the circle and was denoted by R. 
The LBP features can be defined using the following equations. 

𝐿𝐿𝐿𝐿𝐿𝐿𝑃𝑃,𝑅𝑅 = � 𝑠𝑠(𝑔𝑔𝑃𝑃 −  𝑔𝑔𝐶𝐶)2𝑝𝑝𝑃𝑃 = 𝑃𝑃−1
𝑃𝑃=0       

𝑠𝑠(𝑥𝑥) = �1, 𝑥𝑥 ≥ 0
0, 𝑥𝑥 < 0  

Here, 𝑃𝑃 is the number of pixels, 𝑅𝑅 is the radius, and  𝑔𝑔𝑃𝑃 and 𝑔𝑔𝐶𝐶 is the gray-level intensity of the 
surrounding and center pixels, respectively. Following a previous study, this study considered 8 pixels 
(𝑃𝑃 = 8) around the center pixel and a radius of 1 (𝑅𝑅 = 1), which produced 59 features (Khan and Ahmed, 
2019). Subsequently, the extracted image features were used to train, validate, test, and compare the 
performance of the traditional machine learning models. The comparison revealed that the performance of 
the pre-trained CNN models, especially GoogLeNet and ResNet18, is superior to the traditional machine 
learning models in terms of several performance criteria, such as precision, recall, specificity, and 
accuracy, as shown in Table 14.  

Considering weather detection, the highest overall accuracy of 95.4% based on traditional machine 
learning models was found using the K-NN model. SVM, RF, and GB also produced good detection 
performance with more than 90% accuracy. However, none of the traditional machine learning models 
exceeded the detection performance of GoogLeNet and ResNet18.  As already mentioned, the highest 
overall accuracy of 97.3% in detecting weather was achieved with ResNet18. 

Surface condition detection models with traditional machine learning also provided a similar trend, as 
seen in Table 14. The best performance was achieved using the K-NN model with an overall detection 
accuracy of 92.6%. RF models also produced a nearly identical performance with an overall detection 
accuracy of 92.4%. However, all the pre-trained CNN models outperformed the traditional machine 
learning models. As expected, ResNet18 produced the best surface condition detection accuracy with an 
unprecedented overall accuracy of 99.1%. 

  



38 
 

Table 14. Comparison of the Pre-Trained CNNs with the Traditional Machine Learning Models 

 Models 
Precision 
(%) 

Recall 
(%) 

Specificity 
(%) 

Accuracy 
(%) 

Weather 
Detection 

CART 86.2 86.2 93.1 86.1 
K-NN 95.5 95.4 97.7 95.4 
SVM 93.0 93.0 96.5 93.0 
RF 94.9 94.9 97.4 94.9 
GB 90.8 90.8 95.4 90.7 
NB 68.4 68.1 84.0 67.9 
AlexNet 92.5 92.4 96.1 92.4 
GoogLeNet 97.2 97.2 98.6 97.2 
ResNet18 97.3 97.3 98.6 97.3 

Surface 
Condition 
Detection 

CART 77.9 77.9 88.9 77.8 
K-NN 92.6 92.7 96.3 92.6 
SVM 90.4 90.5 95.2 90.4 
RF 92.5 92.4 96.2 92.4 
GB 85.5 85.5 92.7 85.5 
NB 59.3 58.0 79.2 58.4 
AlexNet 94.7 94.7 97.3 94.7 
GoogLeNet 96.9 97.0 98.4 96.7 
ResNet18 99.2 99.6 99.2 99.1 
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6. CONCLUSIONS AND RECOMMENDATIONS 

This research first developed several affordable in-vehicle detection systems that can provide accurate 
trajectory-level weather information at road surface level with unprecedented accuracy. More than 30,000 
images were extracted from the NDS videos in different weather and roadway conditions. Subsequently, 
the images were categorized into seven weather levels: clear, light rain, heavy rain, light snow, heavy 
snow, distant fog, and near fog. To train the weather detection models, two features were extracted from 
the images: HOG and LBP. This study first considered three machine learning algorithms: SVM, RF, and 
GB. Subsequently, a unique multilevel detection model was also devised, where four machine learning 
algorithms were merged in a hierarchical structure to achieve better detection accuracy. In addition, 
instead of using the default values, the hyperparameters of all models were tuned by carefully observing 
the training process using 5-fold cross-validation. Finally, the performance of the weather detection 
model was evaluated using a separate test dataset. The overall detection accuracies of the SVM, RF, and 
GB model using HOG features were found to be around 86%, 82%, and 81%, respectively. However, the 
multilevel detection models outperformed the overall models with an overall detection accuracy of 89%. 
The detection models using the LBP feature performed slightly better, where SVM, RF, and GB produced 
an overall accuracy of 89%, 82%, and 82%, respectively. For the LBP feature-based models, the 
multilevel approach was also found to be superior compared with the other models with an impressive 
overall accuracy of 91%.   

The research then concentrated on the transferability of the findings in the state of Wyoming and 
successfully developed Wyoming-specific weather and surface condition detection systems The study 
utilized transfer learning techniques to train the detection models based on three pre-trained convolution 
neural network (CNN) architectures: AlexNet, GoogLeNet, and ResNet18. The last few layers of the pre-
trained models were carefully modified to meet the classification need. Two annotated image datasets 
were created from the webcam images: one for surface condition detection with three categories, 
including dry, snowy, and wet/slushy; and the other one for weather detection also with three categories, 
including clear, light snow, and heavy snow. For each of these detection models, 80% of the data were 
used during training and validation and the rest were used to test the detection quality of the trained 
models based on several performance indices, such as precision, recall, specificity, F1-score, false 
negative rate, and false positive rate. The ResNet18 architecture produced the best performance in terms 
of these indices with impressive overall weather and surface condition detection accuracy of around 97% 
and 99%, respectively. 

The results of this research can be effectively used to improve the weather-based VSL systems in a 
connected vehicle (CV) environment. Most of the current weather-based regulatory VSL systems are 
mainly based on the data collected from road weather information system (RIWS) stations. However, 
weather stations are costly, and hence, their widespread implementation is not feasible. Since the 
proposed method only uses a single video camera to detect weather, for non-VSL corridors, it has the 
potential to provide low-cost advisory VSL. To maintain the homogeneity of the speed limit, the weather 
data from all the available vehicles within a VSL corridor will be considered and only one representative 
weather data will be used to calculate the speed limit at the beginning of the corridor. In addition, the 
system can also be used to disseminate cautionary messages within the advanced traveler information 
system (ATIS), such as “Dense Fog 1-mile Ahead” over the DMS to warn the drivers about any 
potentially hazardous weather in roadways where no RWIS is present. Another potential application of 
this study is to develop an affordable advanced driver assistance system (ADAS). The proposed weather 
detection method is cost-efficient, simple, and more importantly, can be made widely available mainly 
due to the recent boom of very capable smartphone camera systems. The methodology proposed in this 
study could also be used to detect work zones, pedestrians, lane changes, motor vehicle crashes, and road 
closures. In a CV environment, this information can easily be shared with other road users and traffic 
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management centers (TMCs) to create and disseminate appropriate warnings based on real-time roadway 
conditions in a smartphone platform.    

The proposed models have numerous readily implementable practical applications, most importantly, 
with no extra cost since the models are developed based on the existing roadside webcams. Note that most 
DOTs operate and maintain too many roadside webcams for various purposes, including traffic 
surveillance and manual weather detection. The current practice is to review and process the video feeds 
from these webcams manually by the TMC operators, which is not always feasible due to time and 
resource constraints. In addition, processing such huge amounts of information manually and linking it to 
the corresponding road networks is often subject to human error. The models proposed in this study have 
the potential to solve these issues by automatically detecting real-time road weather and surface 
conditions and by linking this information to the corresponding road networks without any human 
involvement.  

Most of the major interstates and highways in Wyoming have fixed webcams with each location having 
three views of the roadway: upstream, downstream, and road surface. For instance, the 402-mile corridor 
on I-80 in Wyoming, which is the study area of this research, currently has 56 roadside webcams 
(WYDOT, 2021). Using the proposed detection models, real-time weather and surface conditions can be 
automatically detected at each webcam location with excellent detection accuracy without any human 
involvement. Furthermore, since all the webcams along a road network are usually kept running 24 hours 
a day, temporal and spatial variations of weather and surface conditions could also be generated using 
appropriate buffer zones around each webcam location. If any location has multiple webcams, then 
weighted average could be used to get more accurate real-time weather and surface conditions. Based on 
this real-time information, cautionary messages, such as “Slippery Roadway Ahead” or “Heavy Snow in 
Next 5 miles” could be generated and disseminated via DMS to the road users. In addition, using the 
historical data from these webcams, weather prediction might also be possible. All this useful information 
can be integrated to build a comprehensive ATIS, which then can be made available to road users via 
TMC websites, radios, and mobile apps, such as 511. The implementation of the proposed weather and 
surface condition detection models will be comprehensively explored in future studies.  

As mentioned earlier, temporal and spatial variations of weather and surface conditions could be 
determined utilizing the proposed detection models. This information is highly beneficial for winter 
maintenance to ensure optimum utilization of available resources. In other words, the developed models 
could be leveraged to automatically select optimum routes and times for maintenance vehicles such as 
snowplows. In addition, the proposed detection models could be easily calibrated and integrated using 
video feeds from snowplows. Recently, many DOTs, including WYDOT, implemented an innovative 
road condition monitoring system using tablets mounted in snowplows and maintenance vehicles 
(WYDOT, 2019). The monitoring system requires drivers to report weather conditions manually by 
tapping nine codes on the tablet touchscreen while driving. This may cause inconsistent reporting of 
weather conditions because of the variations in driver perception and the subjectivity in reporting 
different conditions. More importantly, this system may pose some risks to drivers, especially, with their 
very challenging driving environment during adverse weather conditions. With proper calibration, the 
proposed models have the potential to detect weather and surface conditions automatically, even from 
cameras mounted on snowplows, which will eliminate the need for manual reporting.
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