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EXECUTIVE SUMMARY

This report presents an overview of the PTV TrafficPlatform software, which is designed as a tool to help
in the training process of traffic operations center (TOC) operators. TrafficPlatform is based on an
integration of VISSIM microsimulation, VISUM macrosimulation, SQL database, and a user-friendly
graphical user interface (GUI). It is designed to allow for implementation of incident management
strategies by the user (trainee) and a presentation of outputs from these strategies. It also allows for an
off-line analysis of different types of incidents and incident management strategies. In addition to off-line
data, TrafficPlatform has abilities to receive real time on-line data from traffic monitoring stations via
VISUM Online underlying software and to use these data for traffic analysis.






1. INTRODUCTION
1.1 Background

Over the past ten years, the University of Utah Traffic Laboratory (UTL) has been working closely with
the Utah Department of Transportation (UDOT) to provide operational support and basic training for the
traffic operation center (TOC) operators. The operator training was performed in the instructor-to-trainee
manner. The trainees were given basic instruction on the proper responses in cases of incidents and major
traffic disruptions. They were lacking the hands-on experience in these types of situations.

For this reason, the UTL and UDOT have acquired PTV’s TrafficPlatform based TOC Staff Training
Simulator. It is a simulation-based replica of the real-world traffic and incident management system. The
goals of the TOC Staff Training Simulator are as follows (1):

- To develop an activity based TOC staff training system for advanced operators and engineers

- To allow trainees to observe traffic flow on freeways and arterials as it is in real-life

- To allow trainees to respond to incidents by changing control devices, such as ramp meters and
Variable Message Signs (VMS)

- Toenable a UTL administrator to define various training conditions for trainees to respond to

- To quantify improvements or degradations to traffic flow resulting from the trainee’s actions

When building the simulator, different software technologies had to be combined to achieve the goals.
The simulator combines TrafficPlatform technology (VISUM Online based operational planning
software) and VISSIM (microsimulation based traffic management software). VISSIM replicates traffic
flow and feeds the data into the TrafficPlatform for traffic state calculation. It allows the users to test
various scenarios in microsimulation, observe the impact to the whole network through TrafficPlatform,
and select the best alternative to benefit the system. The data that VISSIM sends to the TrafficPlatform
are microsimulation based, which means that the TrafficPlatform uses high fidelity traffic data (as
opposed to macrosimulation based). The TrafficPlatform and VISSIM simulations are running at the same
time, and any actions that a trainee performs in the TrafficPlatform are simulated in VISSIM. An
advantage of using VISSIM simulation is that it provides a collection of outputs in different formats. Any
output from the microsimulation can be used to compare the performance of different traffic management
decisions. This will allow the trainee to see the effects of his/her decisions and gain valuable experience
for real world situations.

1.2 Major Features

The major technical features of the TrafficPlatform based TOC Staff Training Simulator can be
summarized as follows (1).

Web-based user interface (Trafficlnsight) provides a straightforward and familiar way to gain training
experiences. The traffic state estimates, traffic management devices and countermeasures (ramp meters,
VMS), and incident events are all visualized in layers on the user-driven web map display. The traffic
control decisions are also sent from the user interface to the background to affect the traffic operations.

The system elements are organized in a modularized structure for easy updates and upgrades. The Salt
Lake City TrafficPatform system, the VISSIM model for sub-networks, the traffic management measures
can all be updated or replaced with new components separately or together to redefine different training
use.



The modularized system structure also suggests the potential field deployment of the Salt Lake City
TrafficPlatform (SLC-TP) system underlying the Training Simulator. The SLC-TP system has been
developed for field deployment in the TOC. Once the meta-data become available, the SLC-TP can be
adapted to accommodate the online data feeds from the field detectors and traffic messages, which will
lead to a functioning TP production system that monitors the traffic states for the entire Salt Lake City
metropolitan area at the granularity of five-minute increments.

The Staff Training Simulator is delivered in a portable form of a virtual machine (VM) that can be easily
moved across different platforms. As long as the computing resource requirements are met, the Simulator
virtual machine can be migrated to different server computers, no matter if the host server is in a Linux,
Unix or Windows operating system.

The development of the simulator has required careful observation of the open-source programming
standards, for example, the base map for the Salt Lake City area in the web interface has applied
OpenStreetMap; the Trafficlnsight database has applied the PostGreSQL database, and the web-interface
development also follows the Open Geospatial Consortium (OGC) standards.

1.3 Review of Past Research

The UTL is a research group based within the department of Civil and Environmental Engineering at the
University of Utah (2). Since its founding, the UTL has served as “shadow,” a mini-replica of UDOT
TOC. The UTL has had a direct communication link to the TOC, providing a real-time data exchange
between the two entities. The purpose of the UTL can be summarized as follows (3):

Serve as a test bed for new technologies of interest to UDOT and the ITS community

Serve as a teaching laboratory for undergraduate and graduate students

Serve as a training facility for public and private entities

Serve as a research facility benefiting from a supply of real-time video and detection data
Serve as an operational traffic control center (TCC) to support the UDOT TOC and other TCCs
during times of special events/need

The UTL based TOC has been designed to include the following abilities (2):

e View intersection signal timings, on individual or network basis

View detector data in its proprietary form within the Advanced Traveler Management System
(ATMS)

Control and view Pan-Tilt-Zoom (PTZ) camera video streams within the ATMS

View current messages and message logs from any VMS within the ATMS

Archive data for future use in offline simulations and analysis

Connect simulation and modeling packages directly to the TOC inputs from the ATMS for use of
real-time data as input for simulations

Connect via a teleconference system to remote locations for training and teaching

o Capture, record, and edit camera video clips for use in teaching applications

e Connect additional equipment and devices to the TOC inputs for performance testing and use in
modeling

These UTL TOC abilities enable activities such as modeling, general research, training, and teaching,
which, on the other hand, allowed UTL to meet its obligations to the University of Utah and UDOT and
to draw funding for new research projects through contracts and publication. For modeling purposes, the
real time data inputs from the ATMS are invaluable in modeling networks and transportation problems.



For general research, statistical analysis can be performed on a variety of different data types to examine
measures of effectiveness (MOEs) and compare performance. This also allows testing and validating new
equipment types, which can be tested offline using real time data to validate their performance. The UTL
based TOC is designed to serve as a training facility for offline operator training for the control centers
owned by UDQT, Salt Lake City, and Salt Lake County. This allows operators and managers to be
trained in the operation and theory of the ATMS. Finally, the UTL TOC data and equipment provide
valuable resources for demonstrative teaching and research. The UTL TOC capabilities allow students to
get a hands-on experience in ITS and ATMS.

In cooperation with UDOT, the UTL developed a formalized training program where new recruits for the
TOC can be trained and certified in the UTL (4). Operator training and certification off-site, in the UTL,
has many benefits for UDOT, such as the following:

e UDOT does not waste time and effort training the operators “on-the-job”

e The training program can be highly structured, allowing the preparation of the new hires quickly
for their work

e The training is standardized, and the trainees are certified upon the successful completion

The TOC Operator Training scope details how a UTL based program will train new recruits quickly,
efficiently, and to a consistent standard of competence. Training consists of three parts:

1) Basic Training
2) Advanced Training
3) Scenario Simulation Training

The basic training developed at the UTL introduces a military approach to train the operators (4). The first
step is to identify operator tasks that are necessary to allow the UDOT TOC to achieve its mission, which
is defined through the mission statement. The mission essential task list is more detailed than a
generalized job description, but it is not overwhelmingly long. Twenty-two tasks of various difficulties
are identified. While each task must be taught using different techniques, simplifying the job into these
tasks enables building the two-week course from a list that is quantifiable but not unmanageable. Through
observation and pilot training, it was determined that the most critical component of an operator’s
knowledge is an understanding of the local transportation network, so the entire training course is built
around this concept. The training sessions are organized to begin with the local transportation network
(roadway design and characteristics), regional geography, and travel trends. These aspects are essential
for efficient incident management. Once the operator can precisely locate an incident, he or she can work
around to find the best alternative for the traffic system and redirect the traffic around the incident. This
means that the trainee still needs to learn various day-to-day operations and programs used by operators.
These programs, as well as UDOT internal policies and procedures, comprise the remainder of the
operator course. The trainees are taught to use the four applications of the UDOTS TransSuite ATMS
software package. Those applications are the ATMS map, incident management system (IMS), traveler
information system (TIS), and the video control system (VCS). When learning these programs, the
operators use them as they would in the course of managing an incident. The standard operator procedure
for incident management is as follows:

Verify incident on camera

Post VMS sign if applicable

Create incident in IMS (which populates CommuterLink website and 511)
Monitor until the incident is clear



The one operation of incident management that relies heavily upon current research and accepted practice
is VMS messaging. Although TIS is the program the UDOT TOC utilizes to post messages to signs, more
classroom time is spent on messaging theory and application than on the TIS program itself. Operators
must understand the importance of VMS messages since they reach the most critical travelers — those
immediately approaching the incident. While IMS is important because it populates the CommuterLink
website, the 511 travel advisory hotline, and other public outputs, none of these outlets have as much of
an immediate effect on the network as a VMS message. Operators also must understand the basic human
factors involved in VMS messaging, such as sign readability based on letter height and approach speed,
use of easily recognizable phrases, and message phasing. Although the TIS program and many signs are
highly advanced, the best practice is to keep messages as clear and concise as possible. A timely respond
and quality information sent to the system users is essential for keeping the impacts on traffic minimal
during the incident.

This approach to the basic operator training has been proven to be effective. However, it also shows some
limitations. The first one is the private nature of much of the information gathered, analyzed, and
disseminated at the TOC. The UTL does not have access (nor it will probably even have) to the computer
automated dispatch (CAD) or radio traffic coming from the Department of Public Safety (DPS) dispatch
center. Since the TOC is co-located with dispatch, operators have easy access to these outlets without
compromising the private nature of the information. The UTL, on the other hand, is a less secure facility,
so DPS is reluctant to provide access to the CAD and radio frequencies at the UTL. This is unfortunate
because listening to the constant radio transmissions and extracting relevant information is one of the
most difficult and important skills of the operator. Another limitation to the training program is the
overall layout of the UTL. While the TOC layout features a central control room with administrative
offices adjacent, the UTL has more of an open floor plan. The video wall is in the same room where all
graduate students work throughout the year. This setup does not allow operator trainees to focus on the
operator job as they would in the control room.

The next level in TOC operator training is advanced training. These sessions propose a specific training
program to use the opportunities available to traffic operators by training them how to identify and solve
advanced transportation management and operation problems (5). The most important components in the
advanced training are as follows:

e To establish the definition of a good operator and the preparation needed to give advanced
training

e To introduce a specific curriculum that develops the necessary knowledge, skill, and ability to
identify and solve advanced transportation management and operation problems

e To suggest a method for measuring the performance of the operator on the knowledge, skill, and
ability gained from the curriculum

Depending on the level of training, different levels of aptitude of a traffic operator are determined. The
first level of aptitude is the entry level. Entry level operators are new employees with no prior work
experience in TOCs. Training for the entry level includes the basic training, which can take up to two
weeks. The next level of aptitude is the full performance level. Operators can be considered full-
performance when they have an understanding of the knowledge, skill, and abilities to perform their
duties and tasks. Training to reach full-performance is done through recurrent training. Recurrent training
is commonly given to operators in the form of monthly meetings or instruction from other operators.
Recurrent training to entry level employees should be given from one to two years until the full-
performance level is met. The full-performance level operators who are considered good operators can
become candidates to receive the advanced training program. An operator who seeks to reach the
advanced level must be fully capable in all the duties and tasks at each previous level. Other preparation
in receiving advanced training is that an operator must show an ability to work with others and take
interest in situations that are beyond the entry and full-performance level tasks and duties.
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The developed curriculum for the advanced training includes certain capabilities that an advanced level
operator should be able to complete. The list of these capabilities includes, but is not limited to the
following:

Handle difficult phone calls

Respond to hazardous materials (HAZMAT)

Fix broken traffic signal timing

Identify all road elements

Calculate superelevation

Lead — train other employees

Understand traffic flow theory

Performance Measurement System (PeMS) — Report delay times
Manage work zones

Manage ramp-meters

The advanced level curriculum consists of three courses. The first one is called advanced operator
techniques. This course trains operators advanced customer service skills, knowledge to respond to
atypical traffic crises, and information to manage traffic signals. The advanced operator techniques course
develops the capabilities of good operators to identify and solve the advanced transportation problems in
operations. The next course in the curriculum is a geometric design basics training. Geometric design is
the understanding of the road itself, the cross-section, road elements, and curvature. Understanding the
road will help operators determine if problem areas are driver error, poor maintenance, or road geometry
related. Operators study the road looking for traffic incidents. By learning the geometric design training
the operators will begin to look for geometric design problems as they look at the road. The geometric
design course is focused on the identification of advanced transportation problems. The final course
developed in the curriculum is the traffic flow training. Understanding traffic flow is a key element in
traffic management. Having an understanding of capacity, flow, and demand, the basic elements of traffic
flow, helps operators see how efficiency in traffic management can benefit the travel time of the users.
The other subjects covered in this course are the PeMS software usage and traffic monitoring through
vehicle detection technologies. The traffic flow course helps good operators identify and solve advanced
transportation problems in transportation management.

The output of the advanced training is also a method for measuring the performance of the operator about
the knowledge, skill, and ability gained from the curriculum. Performance is measured on how well
operators perform, including identifying and solving advanced transportation management and operation
problems. It gives an assessment of current employee levels through a checklist method. Three checklists
are developed for the basic, full-performance, and advanced levels. The checklists follow the quality and
guantity guidelines and limit the number of performance measures to no more than 10 specific areas of
assessment. The basic level checklist measures the knowledge, skills, and ability of an employee after the
basic training and two full weeks of on-the-job experience. The full-performance level checklist is given
to an employee six months to a year after the basic level performance is achieved. The advanced level
checklist is given to the employee after the advanced training and after a month of using the knowledge
and skills that were learned.

After the completion of the advanced training, the operators are evaluated on the given courses. This
testing is critical to determine what was learned and how capable the operator is of applying the training,
specifically in identifying and solving engineering problems.

The proposed advanced training program does increase the capabilities of good operators to identify and
solve advanced transportation management operation problems. It accomplishes this by helping TOCs
identify which operators qualify for the training, providing a specific curriculum, and providing a way to



determine if the curriculum was successful in its training. This program is recommended to TOCs that
have 24/7 monitoring operations, and to TOCs that want to improve the production of operators.

In addition to the basic and advanced training, the scope of the TOC operator training includes the
Scenario simulation training. It was determined that this type of training would be delivered using the
PTV America TrafficPlatform. The TrafficPlatform is based on VISUM Online, a traffic management
system for processing online traffic data (6). VISUM Online is a software suite that integrates the
transportation planning model, VISUM, with a set of traffic estimation and propagation models and real-
time traffic data. It is used to improve the following:

Online traffic prediction
Traffic data archival
Traffic management
Transportation planning

VISUM Online combines advantages of various real-time traffic management systems, providing them
with very useful features. The most distinguished features are data archiving; data propagation; filling the
data that is missing, considered bad or suspect; providing information to travelers; incident information;
short term prediction (approximately next hour); and long term prediction (next coming days).

The inputs of VISUM Online consist of traffic infrastructure, inter-zonal trips, and real-time counts
(measurements, probes, incidents) propagated throughout the system. These data are fed into the VISUM
Online models, which contain the traffic assignment, detector propagation, forecasting, message handling,
etc. MOdeling NETworks (MONET) is a simulation model and the core calculation algorithm in VISUM
Online. It generates traffic conditions and performs short term forecast. It combines historical data with
measured and estimated values and calculates the actual conditions. The measured traffic data (from over
500 freeway loop detectors in the Salt Lake Metropolitan Region, as well as probe data) are stored in a
centralized archive database. It includes information about traffic volumes, speeds, and incidents. These
data can be further used in VISUM Online.

The main output from VISUM Online is the current conditions calculated for the entire road network.
VISUM Online uses measured data and hourly OD matrices in conjunction with a traffic assignment to
calculate the current traffic conditions and to propagate traffic throughout the network. Another output is
the short term forecast, a process that begins by predicting locally measured values using cluster analysis.

The primary user groups that can benefit from VISUM Online include, but are not limited to the
following:

e TOCs, which can use real-time traffic management and control strategies to observe current
traffic conditions, and predict future conditions.

e Planners, who can use VISUM Online to evaluate the best transportation alternatives more
reliably than by using traditional static traffic assignment techniques.

e Researchers, who will be able to explore and develop innovative ITS strategies, or use the
archived data to perform offline research and analysis

e Traffic engineers, who can use VISUM Online to evaluate a variety of traffic control
strategies in a simulated environment

e Travel information system providers, who can translate predictive real-time traffic data into
traveler information

e Travelers, who receive the information supplied by the travel information service



Another group that can realize great benefits from the system are the TOC operator trainees. That was one
of the ideas behind developing the TrafficPlatform, a follow-up system of VISUM Online.






2. TRAFFIC PLATFORM OPERATIONS

2.1 Overview of the TrafficPlatform and TOC Staff Training
Simulator Operations

Combining VISUM Online and operator training techniques is accomplished through the development of
the TrafficPlatform and the TOC Training Simulator. The development of the TrafficPlatform is divided
into two phases. Phase | builds a system that can monitor and estimate traffic operations within the Salt
Lake City metropolitan area. Phase Il develops the user interface for the TrafficPlatform based TOC Staff
Training Simulator. In Phase Il, one incident case is predefined to test the performance of the system. It is
also developed to support a flexible architecture which allows for upgrading the simulator and defines
separate training cases for further operation.

To achieve the given goals, different technologies are combined within the TrafficPlatform. VISSIM
microsimulation software is integrated with the TrafficPlatform with the purpose of performing several
tasks. First, if the TrafficPlatform for some reason cannot access the online detector and measurement
data, the VISSIM microsimulation serves to replicate traffic flow measurements and feeds the data to the
TrafficPlatform for traffic state calculation. In this case, the VISSIM simulation detectors must be defined
exactly as the real-world detectors (position and number). The traffic system is simulated in micro-
simulation, with the traffic states that are provided through the TrafficPlatform. Any management
decision given through the TrafficPlatform can directly change the simulation course, emulating the real
world incident management. Furthermore, the VISSIM microsimulation can provide different outputs for
measures of effectiveness (MOES), allowing detailed analysis of each decision.

TrafficPlatform is essentially a traffic assignment VISUM based simulator. Building a TrafficPlatform
system begins with constructing an offline traffic model that reflects a typical daily pattern of the area. It
uses historical detector values and base OD matrices, and through cluster analysis, provides typical daily
patterns and performs OD matrix calibration. Generally, this can be done for each period of the day where
the system will load the corresponding OD matrices and perform the pre-calibrated traffic assignment.
Then, using real-time hourly based OD matrices and the network model, it recalculates traffic assignment
(route estimation) for a one-hour interval. Using current real-time detector values and calculated routes, it
performs measurement propagation for five-minute intervals and calculates the current traffic state. This
step is also where incidents and traffic control can take place. For every incident and management
decision, the system will recalculate traffic assignment and through measurement propagation, the new
traffic state.

For the purpose of the training simulator, the online data can either be gathered in real-time (if the
connection is possible) or be generated through the VISSIM microsimulation. The real-world traffic
control and guidance also have their counterparts in the simulation model. This actually puts the
TrafficPlatform into a virtual environment (TP-Lab), where the traffic data collection process and ITS
applications are not limited by the field conditions. Furthermore, the TP-Lab offers potential to design
various training use cases for the simulator.



2.2 Training Session Design

The architecture of the staff training simulator allows the rebuilding of different training scenarios or use
cases. Different severity levels, from minor crashes to major incidents, as well as a set of responses, can
be designed and analyzed. For the purpose of testing the simulator, one major incident is designed and
tested in this study. The incident consists of a crash on I-15 SB near state route 171 (3300 S) during the
PM peak period (at 4:30 PM), resulting in a blockage of four general purpose lanes for 45 minutes (1).
Once the incident is created, two options for incident management are available: VMS information and
ramp metering adjustments within the area of interest around the incident. Both options are addressed
through the Web based TrafficPlatform interface (Trafficlnsight) by changing the database of the model.
The VMSs can contain three levels of information:

e Level 1: Incident occurrence/location only
e Level 2: Incident location + detour route suggestion
e Level 3: Incident location + delay + detour route suggestion

Each of the levels can have different impacts on drivers’ decisions to change the route. The literature
suggests that for level 1, the percentage of drivers responding to the VMS is 5% — 10%; for level 2, 10%
— 30%; and for level 3, 40% — 80%. These data are used when defining the routing decision after the
VMS is posted. The VMS information is then transferred to the VISSIM simulation model, in a form of
partial routes, where each partial route is defined according to the level of the VMS information.

Changing the ramp meters changes the pattern in which the traffic is fed from arterials or other freeways
to the observed freeway. It affects the flow on the freeway, but can also affect the flow on the ramp and
feeding arterial/freeway. New ramp meter settings are simulated in VISSIM through changed traffic
control for the ramp meters.

The outputs from the VISSIM simulation give a vast amount of data that can analyze and compare
different management strategies. The performed test shows the usefulness of the TrafficPlatform based
simulator. For each incident that is to be created with the TrafficPlatform, the incident information,
routing decision, and ramp meter traffic control must be reprogrammed in VISUM underlying the
TrafficPlatform, but also must be checked in the exported VISSIM model and fine-tuned if necessary.

The following appendices include the TrafficPlatform User Manual, which describes the software in
detail, and a short manual composed by the researchers during the software customization.

10



3. REFERENCES

UTL and UDOT TOC Staff Training Simulator, Administrator and Trainee Manual, Ver. 1.0, PTV
America Inc., September 2010.

Martin, P.T. and M. Wright. Development of the University of Utah Traffic Lab — Shadow Traffic
Operation Center (TOC). Utah Traffic Lab, Working paper, UTL — 0199-022/0, March 20009.

Cooperative Agreement between Utah Department of Transportation and University of Utah Traffic Lab
for the Design and Construction of an Advanced Traffic Management System Research and Development
Facility, June 2000.

Shepard, B. A Network-Focused Approach to Training Operators at the UDOT Traffic Operations
Center. Utah Traffic Lab, UTL — 1207-93, December 2009.

Gilbert, J. Advanced Training for Traffic Operators: A Focus on Identifying and Solving Advanced
Transportation Management and Operation Problems. Master’s thesis, Department of Civil and
Environmental Engineering, University of Utah, August 2010.

Martin, P.T., A. Stevanovic, I. Vladisavljevic, and D. Jovanovic. VISUM Online. Utah Traffic Lab, UTL-
1106-90, July 2006.

11



12



4.  APPENDIX

The Appendix is a collection of the following documents:

e Utah Traffic Lab and Utah DOT Traffic Operations Center Staff Training Simulator:
Administrator and Trainee Manual

e TrafficPlatform: Start and Customization Manual

13



14



UTAH TRAFFIC LAB AND UTAH DOT TRAFFIC OPERATIONS CENTER
STAFF TRAINING SIMULATOR: ADMINISTRATOR AND TRAINEE
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Introduction and System Overview
This manual is to introduce the Traffic Operations Center (TOC) Staff Training Simulator (“Training
Simulator” or “Simulator”) developed for Utah Traffic Lab (UTL) of the University of Utah and Utah
Department of Transportation (UDOT) Traffic Operations Center. PTV America and PTV AG have

jointly worked on this task to deliver the Simulator system in a virtualized environment.

The manual is organized into six chapters. The first chapter introduces the system. Chapter 2 explains the
system configuration and basic operations. Chapter 3 describes the basic steps in training scenario design,
while Chapter 4 explains how to handle the Simulator. Chapter 2, 3 and 4 are dedicated to the system
administrators. Chapter 5 describes a training session procedure and it is dedicated to the system
administrators and trainees. The final chapter describes troubleshooting problems and methods for
overcoming them. The appendices provide a literature review on drivers’ response to traveler information,

and a working paper on multi-resolution modeling.

Background and PTV Technology

Five main goals that have been set for the Simulator development:

1. To develop an activity based Traffic Operations Center (TOC) staff training system for advanced
operators and engineers

2. To create a virtual environment of the TOC and allow trainees to observe traffic in the metropolitan
Salt Lake City area as if they were within the TOC

3. To allow the trainees to respond to incidents by changing control devices such as ramp meters and
variable message signs

4. To enable UTL administrator staff to define various training conditions for trainees to respond to
5. To quantify improvements or degradations to traffic flow resulting from the trainee’s actions

It is apparent that no single transportation system analysis tools can accomplish all these goals. The
region wide traffic operations need to be monitored in a real time manner and various staff expertise
levels would require a friendly user interface. Therefore, it has been obvious from the start of the project
that combining and integrating different software technologies as they evolve will be the primary

approach to build the Simulator.

19



The development efforts were generally divided into two phases. Phase | was to build the subsystem that
can estimate and monitor the traffic operations for the Salt Lake City metropolitan area. This is based on
the proven VISUM Online based TrafficPlatform technology that has been deployed for a humber of
European and US regions. After the SLC TrafficPlatform subsystem was developed, Phase Il of the
project was to build the user interface for the Simulator and to design one pre-set training use case for
Goal #2 and #3. Special attention has also been paid to different modules of the Simulator so that the
architecture is flexible enough to allow for upgrading the Simulator system and re-defining separate

training use cases to fulfill Goal #4.

In implementing the Phase II tasks, two factors led to the recourse of the original plan of the “training
scenario manager” to a more open-structured and user friendly web-based interface. The first factor was
the inability to gather sufficient information from the online detector and event data format (meta-data),
while this information is necessary to allow streamlining the real time detector data and event data into
the SLC TrafficPlatform. This became the bottleneck to upgrade the SLC TrafficPlatform system to a
fully functioning dynamic traffic monitoring and forecasting system for the Salt Lake City area. The lack
of this information also precludes the Simulator from dealing with the Salt Lake City traffic in a real time

manner.

Thanks to recent successful applications of integrating different PTV technologies, however, a new
extension of TrafficPlatform has proven a powerful tool to emulate the ITS application environment in a
more true-to-life way. This extension, termed as TrafficPlatform Laboratory (TP-Lab), uses VISSIM
simulation to replicate traffic flow and any available ITS measures in the real world, and feeds simulated
detector data to the TrafficPlatform for traffic state calculation. In later phases, when the measurement
data from the VISUM Online based TrafficPlatform become sufficient, the system can use the real-time

data instead of microsimulation information.
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TP-Lab allows the users to test various scenarios in micro-simulation, observe their impact upon the
whole network through TrafficPlatform, and select the most promising candidate that benefits the entire
system. Applying TP-Lab far exceeds the capabilities of traditional traffic simulation modeling, and
provides the virtual reality for traffic authorities to interact with their systems more realistically with
quicker turnarounds. Therefore, this TP-Lab extension was selected for developing the Staff Training

Simulator in this project.

A number of breakthroughs have been specifically made for the Simulator development in adapting the
TP-Lab framework. The first highlight is streamlining the traffic data from VISSIM simulation to SLC
TrafficPlatform while the simulation is running. In this way the traffic estimation and monitoring in the

Training Simulator virtual environment use the high fidelity data provided by VISSIM simulation.

The other highlight is the trainee’s traffic management decisions can directly change the simulation
course, which also emulates the real world incident management decision process. Another advantage of
applying the VISSIM simulation as the virtual ITS application environment is the convenient collection
of output in many forms after the simulation (i.e., the training session). Any possible output from micro
simulation can be used to compare the performance of different traffic management decisions. This will
allow the trainee to gain valuable experiences to better handle events that may otherwise be detrimental to

the region wide traffic operation. This adequately fulfills goal #5 of developing the Simulator.

System Architecture
The Staff Training Simulator is considered an extension application originated from the TrafficPlatform
architecture, and thus it is necessary to first introduce the general workflow of a typical TrafficPlatform

application.

The following flowchart provides an overview of a typical TrafficPlatform (TP) system. This flowchart

also applies to the Salt Lake City TP system underlying the Training Simulator.
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Building a TP system begins with constructing an offline traffic model that reflects the typical daily travel
pattern of the area. If needed, the traffic model can separate day types where the travel patterns are
significantly different from each other and these different patterns are all of concern. For the Salt Lake

City TP system, one typical weekday traffic pattern was constructed.

The typical traffic pattern in the TP system is represented by the base origin-destination information
stored for different time of the day (generally in hourly increments) and the route estimation from traffic
assignment. At each period of the day, the TP system will load the corresponding O-D matrices and
perform the pre-calibrated traffic assignment procedures and estimate the traffic pattern for the particular

period. This traffic pattern is then perturbed by the continuously feeding online data including the flow
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rates and occupancy from detectors, traffic control updates (e.g., ramp metering rates and signal timing
plan changes) and incident or construction work zone events. These data will be interpreted by different
TP procedures and methods to calibrate the routes in real time, estimate the traffic states of the entire area
and perform short-term forecast. For a fully deployed TP system, these processes are configured to run

automatically to provide the traffic monitoring and forecasting in a non-stop way.

In the context of the Training Simulator, however, TP is extended in a number of ways. Seen from the
following exhibit, VISSIM simulation has replaced the real world online data feeds by the simulated
traffic condition. The real world traffic control and guidance is also replaced by their counterparts in the
simulation model. This extension puts the TP system into a virtual environment (TP-Lab), where the
traffic data collection and ITS applications are no longer limited by the field conditions. Rather TP-Lab

presents a great array of potentials to design various training use cases for the Simulator.
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As the above figure shows, the trainee is only facing the web-based interface (Trafficlnsight) to monitor
the traffic states for the entire region, and to send the congestion mitigation decisions through the
interface as well. The specific decision made by the trainee will be automatically transferred to the
TrafficPlatform, simulated in VISSIM, which will further provide the output for the defined measures of
effectiveness. This simplifies the experience requirements with other traffic analysis tools, provides the
flexibility of mimicking the real world incident response planning and operations to the greatest extent,

and opens the possibility for future improvements.

Major Features
The major technical features of the TrafficPlatform based TOC Staff Training Simulator can be

summarized as follows.

o Web-based user interface (Trafficlnsight) provides a straightforward and familiar way to operate
the Simulator, monitor traffic and manage incidents. The traffic state estimates, traffic
management devices and countermeasures (ramp meters, variable message signs) and incident
events are all visualized in layers on the user-driven web map display. The traffic control
decisions are also sent from the user interface to the background simulation software to affect the
traffic operations.

e The system elements are organized in a modularized structure for easy updates and upgrades. The
Salt Lake City TrafficPatform system, the VISSIM model for sub-networks, the traffic
management measures can all be updated or replaced with new components separately or together
to redefine a different training use cases.

e The modularized system structure also suggests the potential field deployment of the Salt Lake
City TrafficPlatform (SLC-TP) system underlying the Training Simulator. The SLC-TP system
has been developed with the aim for field deployment in the Traffic Operations Center. Once the
meta-data become available through the VISUM Online concept, the SLC-TP can be adapted to
accommodate the online data feeds from the field detectors and traffic messages, which will lead
to a functioning TP production system that monitors the traffic states for the entire Salt Lake City
metropolitan area at the granularity of 5-minute increments.

e The Staff Training Simulator is delivered in a portable form of a virtual machine (VM) that can
be easily moved across different platforms. As long as the computing resource requirements are
met, the Simulator virtual machine can be migrated to different server computers, no matter the
host server is in Linux, Unix or Windows operating system.

e The development of the Simulator has been observing the open-source programming standards as
closely as possible, for example, the base map for the Salt Lake City area in the web interface has
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applied OpenStreetMap; the Trafficlnsight database has applied the PostGreSQL database, and
the web-interface development also follows the Open Geospatial Consortium (OGC) standards.

Traffic Platform Configuration

Salt Lake City TrafficPlatform and Administration
TrafficPlatform is the traffic state data supplier to the front-end of the Training Simulator. It is important
to ensure that the SLC-TP is properly working. The Simulator has been configured to let users monitor

the TrafficPlatform operations in the training session.

The web-based Simulator interface includes the access to the underlying Salt Lake City TrafficPlatform,

marked in the Bookmark toolbar.

\#) PTV Trafficlnsight

Eile Edit View History Bookmarks Tools Help
- £2y |[# http://localhost/trafficinsight/

|| BTV TrafficPlatform | [&] PTV Trafficlnsight

[ PTV TrafficIn! oy TysfficPlatiom
http://localhost:8081/WebWorks/login.do

Use Cases e

Traffic Viewer Utah

~| General Settings

To access the TrafficPlatform, first create a new tab in Firefox, and then click the “PTV TrafficPlatform”

bookmark.

1) a a L %
FEile Edit View History Bookmarks Tools Help

= C /2y | ] http://localhost:8081/WebWorks/login.do

| PTV TrafficPlatform E PTV Trafficlnsight

PTV Trafficlnsight % | || PTV TrafficPlatform - Login

PTV TrafficPlatform .»

Client;Username :  UTAHip
Password : .

Host : localhost
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Logging into the Salt Lake City system needs the “Client;Username” info as above (“UTAH;tp”), and the

password is “tp”.

ory Bookmarks Tools Help
4y [ http://localhost:8081/WebWorks/home.do

__| PTV TrafficPlatform [&] PTV Trafficlnsight

[ PTV Trafficlnsight % | || PTV TrafficPlatform

PTV TrafficPlatform

Home Administration

Welcome to PTV Traffic Platform !

PTV Jboss

Manage Logdfiles Jboss Console

PTV SasAdmin Jboss Web Console
PTV Preferences Web Services

Workflow Monitoring
Workflow Editor
WorkflowAction Informations
Usecase Template
Usecase/Workflow Deletion

Octopus Listener Control

S pIvA

traffic mobity logistes

Once the TP system is logged in, the welcome page lists all configurable modules and TP system admin

tools. The module directly related to monitoring the Salt Lake City traffic state estimation is the

“Workflow Monitoring”. Select the usecase of “Aggregate AndDoDC” after the Workflow monitoring is

selected.

File Edit View History Bookmarks Tools Help
- £2y | ] http://localhost8081/WebWorks/WorkflowManitoring.do

| PTV TrafficPlatform [] PTV Trafficlnsight

[#] PTV Trafficlnsight % | | PTV TrafficPlatform - List of Usec... X

PTV TrafficPlatform ,"

Home

Administration Jboss i_oout

List of Usecases

AggregateAndDoDC

Archiver_Data

AR
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When the training session starts, the SLC-TP system will be started, and the system clock is automatically
set to be synchronizing with the simulated period (4:00PM on a typical weekday in the pre-defined

training scenario).

File Edit View History Bookmarks Tools Help

@ - 7 ([ httpi//localhost8081/WebWorks/numberRunChoice.do?UsecaseMame=AggregateAndDoDC
|| PTV TrafficPlatferm [&] PTV Trafficlnsight

[Z] PTV Trafficinsight s | [ PTV TrafficPlatform - Usecase St... x

PTV TrafficPlatform

Home Administration

Usecase State Q]'Oj v

trafic mablity bogistcs.
Usecase AggregateAndDoDC -
Run Number Tue Jul27 162543 MDT 2010 ~

Usecase "AggregateAndDoDC" : Workflow List [mainWorkflow : "MainWorkflow"]

MainWorkflow Ed >
ALL_ReadMessages [® ]
AggregateDetectorData L o¢ 1L 00¢ |
DataCompletion RL@® 1>
5 MAIN [OIXLO00 1000 IX[ OO 1001301000130 1>
- [OILO00I1L000000 IRIOIXRIOILO0 1>
TS_Measurement [0 1L IXLOe — p—
Cenfiguration null
TS_MeasurementStopline [( [ ] StartTime  Tue Jul 27 16:28:27 MOT 2010
FinishTime  Tus Jul 27 16:25:27 MOT 2010
TS_WorkResults > 000000 1001 pusten  08=

Input Count 0

During the training session, the main workflow process, AggregateAndDoDC, is configured to be running
in a 5-minute cycle by receiving the updated real time traffic feeds from VISSIM simulation. The
progress of the workflow can be thus monitored and if there are any errors happening. The corresponding

component will show red in the workflow monitor.

Salt Lake City TrafficPlatform System Setup
The Salt Lake City TrafficPlatform system should start as a Windows service automatically. If the traffic
states are not being updated during any training session, use the above monitoring tool for process check.

If none of the processes starts, refer to the troubleshooting sessions for further info.
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In the Simulator virtual machine, the TrafficPlatform is installed under C:\TrafficPlatform. The Salt Lake
City application system is under C:\Utah, and it includes the following sub directories and functional

modules. The maintenance suggestions are also listed.

congestions congestions files, output from TrafficPlatform, files can be deleted after simulation run
matrices matrices

network VISUM version file

output output of the DataCompletion (.ver files), output from TrafficPlatform, files can be

deleted after simulation run

Para parameter files for the Assignment and the Propagation

The TrafficPlatform database administration info can be found in the following box.

Database

Version Oracle XE 10.2.0

Installation Folder C:\oraclexe

Startup Mode Windows Service, Automatic
User tp_showcase

Password tp

Sys-User sys

Sys-Password SzS

The Simulator bundles a collection of PTV technologies to build this interactive traffic management
decision support system. By its functional classification, the three major modules that comprise the

Simulator are:

] Real-time traffic state estimation for the entire Salt Lake City (SLC) metropolitan area by
TrafficPlatform;

| Virtual online data feeds for SLC freeways and ramps and controllable ATMS test bed by VISSIM
simulation (the overall structure internally termed “TrafficPlatform Laboratory” — TPLab);

[ Web-based front-end user interface by Trafficlnsight.
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Real Time Traffic Estimation in TrafficPlatform
TrafficPlatform is the traffic state data supplier to the front-end of the Simulator. It is important to ensure
that the SLC-TP is properly working. The Simulator has been configured to let users monitor the TP

operations in the training session.

The typical traffic pattern in the TP system is represented by the base origin-destination (O-D)
information stored for different time of the day and the route estimation from traffic assignment. At each
period of the day, the TP system will load the corresponding O-D matrices and perform the pre-calibrated
traffic assignment procedures and estimate the traffic pattern for the particular period. This traffic pattern
is then perturbed by the continuously feeding online data including the flow rates and occupancy from
detectors, traffic control updates and incident or construction work zone events. These data will be
interpreted by different TP procedures and methods to calibrate the routes in real time, estimate the traffic
states of the entire area and perform short-term forecast. For a fully deployed TP system, these processes

are configured to run automatically to provide the traffic monitoring and forecasting in a non-stop way.

Virtual Online Data Feeds and ATMS Test Environment: VISSIM Simulation

VISSIM micro simulation is running in synchronization with other modules of the Simulator. It serves
three purposes in the Simulator. The first one is collecting the traffic data in the way similar as being
reported by the real world detectors (and other possible sources such as probe vehicles), and feeding these
data to the TP. The second one is receiving the real-time traffic management decisions made by the
trainee and changing the control parameters of the devices being simulated. The last purpose of the
VISSIM simulation is reporting the performance of the traffic network that serves to evaluate

management decision made by the trainee.

For the Simulator, the VISSIM model, the output data and all associated files are put under the folder

C:\vissimnet.
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VISSIM online data collection configuration

VISSIM simulation can collect and report a great array of simulation performance outputs that are all
configurable by the system administrator. For the proper functioning of the Simulator, two sets of outputs
are minimum requirements: the Data Collection (reported by the “data collection points” in VISSIM
model) and the Network Performance. More detailed information on this can be found in the VISSIM

user manual, under “Evaluation Types”.

The online output from VISSIM simulation is sent to the TP system where the loop detectors on Salt Lake
City freeways have their counterparts in the database. It is therefore required to properly define the data

collection points in the VISSIM model.

For example, the TP VISUM model (under c:\Utah\network, see the above file system for Salt Lake City
TrafficPlatform) includes a vehicle detection station numbered 135 (1-215 SB between SR-201 and
Parkway Blvd) in the system. In VISUM, it is defined as CountLocation. This detection station is shown

in the following figure.

30



e

[

In the VISSIM model, this section has four lanes and the data collection points are defined accordingly on

each lane as shown in the figure below.
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When these data collection points are configured in the definition window, they need be grouped together

into Measurement numbers, and this number must be corresponding to the VISUM CountLocation

number, 135.

If the VISSIM Measurement location is numbered incorrectly or does not have a counterpart in the
VISUM model, the detector data will not be reported properly and thus could lead to distorted traffic

estimation and forecast results from TrafficPlatform.

The data collection interval should be 5 minutes (300 seconds), and the output should be compiled data,
as shown in the above illustration. These data are the replacement for the on-line detector data. The data

are sent to other TP modules for traffic state calculation and estimation.
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In VISSIM, the collected data layout is defined in the .gmk file. This definition can be re-used for
creating other training scenarios. The main performance measures that need to be defined for collection
are Number of vehicles, Speed (Mean), and Occupancy rate, all configured for All vehicle types. The

layout is as shown below.

BB D=tz Collection - Comie

Layout of columns MNew entry

Mumber Veh / all veh. types Parameter Function Vehicle Class
Speed (Mean) all veh. types Accel. T T—
Occup. Rate / all veh. types

Distance Maximum 11D PtDefault
Length Mean 21D C

10 Car
Occup. Rate 20 HEY
Persons Class bounds: 30 Bus
Queuelel. Tm. 40 Tram
Speed 50 Pedestrian

Mumber of Vehicles / All Vehicle Types

Configuraticn file: |5ubNet_Cu rrent_TP.gmk

The other output file that needs to be configured in VISSIM is the Network Evaluation file. It is
configured to compare the traffic operations resulted from the trainee’s actions. The current (and
recommended) setting configuration is shown in the next figure. In addition to these, VISSIM allows a
configuration of many other measures of effectiveness (speeds, travel times, delays, stops etc.) on a more

detailed level (segments, ramps, intersections etc.).
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B Metwork Evaluation - Configuration

Selected pararmeters

Serage delay tirme (all weh. types)
BAerage number of stops (all weh, tym
Serage speed (all veh, types)
Serage stopped delay (all veh, types)
Delay Tirme (all wveh, types)

Distance (all wveh, types)

Latent delay tirme

Latent dernand

Murnber of Stops (all wveh, types)
Trawel Time (all wveh. types)

Stopped Delay (all weh, types)

ﬂ

B

Droviven |

BAerage delay perwehicle [3], Al Vehicle Types

Configuration file:

Subnet_Current_TP.npc

Parameter selection

Average delay time
SAwerage number of stops
Swerage speed

Auerage stopped delay

Delay Time

Distance j
Wehicle Class

|a||'-.feh.types j

O

Traffic management countermeasure configurati

Two types of traffic control and management devices can be defined to allow the trainee to change their

ons

control parameters for mitigating the congestion: ramp meters and variable message signs.

Ramp meter signal controller

A ramp meter signal controller is configured as a regular traffic controller in VISSIM. Detailed

information on modeling signal controllers, signal heads/groups, and other signal settings can be found in

the VISSIM user manual section “Signal Controllers”.

During the training session, the ramp metering rates

interface. The trainee is using a slide bar to change the ramp flow rates, which automatically changes

ramp meter signal settings in VISSIM. This is implemented by a customized signal controller in VISSIM

as of type “external”, shown in the figure below.

can be changed by the trainee through the web-based
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The required program file DLL (sc_dll.dll) and the dialog DLL file (signalGUI.dIl), the WTT files are
provided under the VISSIM model folder (C:\vissimnet) but can be moved to anywhere in the Simulator
virtual machine. The data file (CylceTime.csv) must be put under the VISSIM model folder

(C:\vissimnet).

The data file (CycleTime.csv) is a comma separated values file format; the definition is:

Signal controller ID; Cycle length in seconds

No comments should be put in the data file.
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When the Simulator is first configured when a scenario is designed, a complete list of the ramp meter
controllers and the initial cycle length should be defined. For example, the following CycleTime.csv is

defined for the pre-set training scenario (1-15 SB incident).

7,4
8,4
9;4

10;4
11;4

The green time is set to be at a fixed interval of 2 seconds every cycle (roughly per vehicle); the above

file will initialize the metering rates as 900 vehicles/hour/lane at the metered ramp.

During the incident mitigation management, the trainee does not change the signal system parameters
(cycle lengths). Instead, he/she decides on the ramp flow rate in vehicles/hour/lane and defines it through
the interface. These ramp metering rates will automatically be translated into equivalent cycle lengths and
put into this file. The external controller will select the value and make the signal head display changes

every simulation step.

Variable message sign modeling: partial routes in VISSIM

A partial route defines a section of one or more static routes where vehicles should be re-distributed
according to the routes and percentages defined by the partial routes. After leaving the partial route
vehicles continue to travel on their original route. More information on partial routes can be found in the

VISSIM manual, under “Routing Decisions and Routes”.

The Partial Routes feature in VISSIM makes it possible to interactively change the vehicle routing at any
moment in any duration during the simulation via the COM interface. This feature well fits the variable
message sign impact modeling. When constructing the VISSIM simulation model, possible detour routes

from the specific VMS signs should be studied, and their counterparts in the VISSIM model should be
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built. The task of the administrator during an incident design is to define the area of influence of the
accident and possible alternative routes. The administrator also configures the percentage of vehicles

choosing each route for the three levels of information provided through the VMS information.

For example, the VMS #6 (“I-15 SB 400 North”) is modeled by Partial Route Decision #111 and two

more alternative routes (100, 101) are created in addition to the main route (1).

Name | : m Name VMSSTGlISSE

Ar 24 "k Linkc 754

‘(TGS LA

VMSETCl215E8 ;
TSTTonsse Vehicle Glass(es): | All Vehicie Types
| VMSTTCR15E8 |l [
| VMS3STCl15SB
| VMS39TClISSE
| VMS26TeI1S58
| VMS26Tel21568
VMSSITnSSB |
VMSSITOR21568 ||« (Lo
VMSTSTeSSE -
*

Route
Ne.

=%

2|81

1

1) show anly routes over link

Partial Routing Deciions: 11
Partial Routes: 24

]
a
v
@
]
B

-
=
=2
m
®
A
a
%

The configuration file for any newly created VMS/Partial Route decision (VMSPartialRoutes.csv) should
be put under the VISSIM model folder (C:\vissimnet) to create the mapping between the VMS and

corresponding partial routes in VISSIM. Its format is as follows:
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VMS ID; Routing Decision#; Route#; Level 0; Level 1; Level 2; Level3

The different levels indicate how much proportion of the relevant traffic will be diverted to the alternative
routes other than the main route. The relevant traffic is the traffic directly impacted by the incident. This
depends on the level of information provided to the vehicles in the simulation. Level 0 represents a blank
VMS, with no messages displayed and the vehicles follow predefined routing decisions. Level 1 means
that only the incident occurrence is displayed. Level 2 is the information on incident occurrence and the
best alternative route. Level 3 is the incident occurrence, best alternative route and information on
expected delays. Each level of information will have different impact on real-life drivers, so the partial

routes are defined accordingly for each level.

Appendix 1 provides a literature review on the driver response to VMS signage. The review shows that
the content of the VMS message, the location of the VMS and drivers’ characteristics all contribute to the
diversion, the following assumptions are made:

“relevant” drivers will be those that are directly heading toward the incident location;

The relevant drivers will make diversion (or not) decisions when they see the VMS messages.

Three levels of diversion rates are appropriate to set up the route diversion rates;

The VMS message contents will affect the levels of the diversion rates;

o &M w D BE

There are three relevant types/levels of VMS messages:
o Level I: Incident occurrence/location only;
o Level II: Incident location + detour route suggestion;
o Level IlI: Incident location + (real time) delay + detour route suggestion.

6. The following diversion rates for relevant traffic are proposed for the SLC traffic patterns
(interstate freeways, weekday PM peak):

e Level I: 5% - 10%
e Level II: 10% - 30%
o Level I1l: 40% - 80%

The last two assumptions are the most important conclusions from the literature review and can be

directly used in the incident design and configuration.
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For example, the Partial Route decision configuration for VMS #6 can look like this:

6;111;1;0.0;0.90;0.75;0.55;
6;111;100;0.0;0.07;0.20;0.35;
6;111;101;0.0;0.03;0.05;0.10;
6;112;2;0.0;0.90;0.70;0.50;
6;112;200;0.0;0.07;0.25;0.40;
6;112;201,0.0;0.03;0.05;0.10;

Traffic incident definition
The administrators (UTL personnel) will be in charge of defining different incidents in the network.
Defining the incident in the VISSIM simulation can be done through time-dependent Speed reduction

areas. Refer to the “Reduced Speed Area” coding in the VISSIM user manual for details.

In the Simulator, the incident information should be defined on the basis of the VISUM model underlying
the SLC-TP. The location, name, starting time, duration, link capacity and additional text should be

defined in a csv file named “IncidentDef”. The format of the file should be as in the following example:

VISUM_link_id;VISUM_link_fromNode;Incident_name;Incident_start(sec);Incident_Duration(sec);Section_capacity(veh/hr);Display_text

1012010550;10120;Accident1;1800;2700;2000;Accident on 1-15 South. \  Four shoulder general purpose lanes blocked at W 3900 S. \ Expected clear time: 45

minutes.

When the training session starts, this information will be sent to TrafficPlatform for calculating impacts
on the network. Note that the incident definition in VISSIM must be consistent with the incident

definition in this file.

Trafficlnsight: Web-based User Interface
Trafficlnsight is the web-GUI application that serves as the central panel for visualizing the static and

real-time traffic data, disseminating dynamic traveler information and route guidance, supporting and
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implementing dynamic traffic management decisions and integrating with other geospatial analysis
services. It can use both PTV feature map services and other web mapping services such as Google maps
and Bing maps; it can incorporate the analysis results from the TrafficPlatform, VISSIM simulation,
VISUM travel forecast and live data exchange with other traffic data providers. A number of successful
Trafficlnsight use cases in both Europe and North America have proven its versatile capabilities and
potentials in assisting professional traffic analysis, improving end-user decision-making and user
experience as well as development efficiency (time to market, use and trust open source software, rule of

keeping simple for users).

Trafficlnsight is the only interface that a trainee is facing during a training session. However, the
administrator has to be very familiar with this interface in order to provide a better understanding and

guidance for the trainee.

Screenshots of the TrafficInsight interface for the SLC Simulator are given in the following figures.
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The Training Simulator interface powered by Trafficlnsight consists of three major sections:

1. Map options: the map layers (base map and traffic objects), the control of base map appearances
and the projection system;

2. Map view display: the network view and the navigation and selection tool bars;

3. Traffic Viewer and control panel: the traffic state navigation, Simulation Control that starts and
ends the VISSIM simulation, and the countermeasures panel.

Map options
The map options panel on the right hand of the interface allows a configuration the settings of the map

display.

Layers

The layers section lists the base map layer and the traffic object layers specific to Utah Salt Lake City

metropolitan area.
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The base layers are all based on the OpenStreetMap data, an open source geospatial web mapping data
source. The traffic layer includes three types of traffic objects: ramp meters, variable message signs and

roadway segment level of service color displays. The traffic layers can be toggled on and off separately.

Opacity

This allows the user to adjust the transparency settings for the base map; this can be useful when the level

of service layer is turned on.

Map Info

This panel lets the user switch between different project systems. The internal reference of the Simulator
applies the “EPSG:900913” projection system. The longitude and latitude data of any particular place can

be read from the info text below the drop down list.

Map Display
The map display area shows the traffic states estimated for the Utah Salt Lake City area when the
Simulator starts. It includes the navigation toolbar and the vertical zoom level sliding bar both on the

upper left corner.

The vertical zoom level vertical bar allows the user to select one specific level of display. Scrolling the

mouse middle wheel also allows for zooming in and out of the display area.

The above navigation toolbar includes a series of standard navigation tools.

The zoom in and zoom out buttons have the same function as the vertical zoom level scroll bar and the

mouse middle wheel scrolling.
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The left and right arrows allow the user to go back and forward between previously viewed map regions.

The pan tool allows the user to move the map display by holding the left mouse click down and move to

the desired direction.

The magnifying glass icon indicates the zoom by drawing rectangles around the target area.

The map drawing tool allows the user to draw polylines continuously to make measurements when

necessary. Drawing the polyline starts with right click of the start place and release; vertices are

determined by either left or right mouse clicks successively, and closing the polyline is finished by double

left clicks.

The picture in picture tool lets the user have an overview of the display area in a zoom-out level.

TrafficViewer Control Panel

The TrafficViewer control panel is the control console of

Traffic Viewer Utah
the Training Simulator. The General Settings section | General Settings
. . . . View data for: - v
includes refreshing the data archived in the database.

Refresh day list: refresh

4 | Current Traffic State

The Current Traffic State section allows the user to load
Time of day: v

the traffic estimate results of different time intervals for Navigation: = = =

. . . Show Always Latest:
the Salt Lake City region. Users can switch between
4 | simulation Control

different time intervals either during the training session fun: —_—
un: Start Simulation

.. . . « Simulation Period:
or after the training session is over. The “Show always

MOE Summary: Cpen
latest” option will let the Training Simulator always
« | Countermeasures
. . . . Id:
display the latest traffic states in the map display area |
amea:
during the training session. Location:
Ramp Metering

Variable Message Sign

==
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The SimulationControl Panel is where to start the training session. Click the “Start Simulation” button,
the training session will begin. The training session will continue in the real time speed; every simulation
second is equal one second in the real time. The pre-set training session lasts two hours (designed to

represent the traffic conditions of Salt Lake City for 4-6pm.

Once the training session begins, the “Simulation period” will display how much time the training has

elapsed; this can also be seen from the VISSIM simulation in the background.

When the training session is over, click “open” will bring out another web page that displays the overall

traffic performance of the past training session.

The Countermeasures section will display the current control settings for the selected traffic management
and control devices including ramp meters and variable message signs. Once selected, the internal 1D, the
name and the location identifier of the device will be listed. For the ramp meter, the current metering rates
will be displayed as a sliding bar, while for the VMS sign, three levels of display text will be displayed

for the user to choose from.

The “Save Changes” option will commit the changes to the control parameters, e.g., ramp metering rate or
levels of display text for VMS, to the Simulator. The changes will be taken by VISSIM simulation to

change the traffic operations.

Level of Service Indicator

The traffic level of service (LOS) layer can be toggled on and off from the Map Options panel. The LOS
color indication scheme is in the following chart. Adding the estimated speed to the LOS indicator
overcomes the shortcoming of the volume-capacity ratio based LOS definitions in the stop-and-go traffic

situation where low flow rates and resulting low v/c ratio actually denotes high congestion.

45



=

LosSpeed g/ vy

3

The LOS criteria for the Salt Lake City TrafficPlatform system have been configured as follows: v/c ratio

(g/capy in the chart) load level_1 equals 0.85, and load level 2 equals 1; the speed ratio is set to be 0.2.

Trafficlnsight Configuration

The Trafficlnsight components run in a Tomcat web Server, and the installation and default configuration

is as follows.

Details

Installation folder C:\Program Files\apache-tomcat-6.0.26

Startup Mode Windows Service, Automatic (Delayed)

Log folder C:\Program Files\apache-tomcat-6.0.26\logs
Deploy folder C:\Program Files\apache-tomcat-6.0.26\webapps

The web mapping services (WMS), web feature services (WFS), web coverage service(WCS) and global
webcache (GWC) within Trafficlnsight are all provided by the GeoServer. The installation and

monitoring info are as follows:
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Geoserver

Monitoring http://localhost/geoserver, Login user: admin Password: geoserver
Data dir C:\Program Files\GeoServer 2.0.2\data_dir
Deploy folder C:\Program Files\apache-tomcat-6.0.26\webapps

The traffic control actions made by the user through the web interface, the simulation data collected
during the simulation run are developed as a module named SimulationControl. The admin information is

as follows.

SimulationControl

Installation folder SimulationControl.war in C:\Program Files\apache-tomcat-6.0.26\webapps
Data folder C:\vissimnet

Vissim Installation folder C:\program files\PTV Vision

Vissim Version 5.20

Vissim Model folder C:\vissimnet

Lastly, the geospatial database for TrafficInsight is managed through PostGIS:

PostGis

Installation folder CA

Startup Mode Windows Service, Automatic

Monitoring PGAdmin (Startmenu, Programs, Postgres), database: traffic_insight, user:

postgres, password: tp
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http://localhost/geoserver

Training Session Design
This chapter describes the process of designing and customizing different training use cases in the
Simulator. The administrator should be familiar with this procedure to be able to design different training

scenarios and make sure that the Simulator is working properly.

Overview of Scenario Customization

The modularized architecture of the Simulator is very suitable for rebuilding different training scenarios
or use cases. Each of the three most important components, TrafficPlatform calculations, Trafficlnsight
GUI and VISSIM simulation can be updated without interfering with the other two as long as the inter-
reference is maintained. Under the current Simulator architecture, two major customization scenarios can
be built fairly quickly. The first one is to upgrade the Salt Lake City TrafficPlatform system, and the other

is to update or even replace the VISSIM simulation model with a different one.

The next section introduces the process of building a training scenario. The example shown is for an 1-15
SB incident management scenario, which was used to test the Simulator. It shows the procedure that was
followed to build the training scenario, where most common techniques to upgrade the Simulator can be

illustrated.

The Pre-set Training Use Case: 1-15 SB Incident Management

The pre-set training scenario, or use case, in the delivered Simulator is designed as a freeway incident
management scenario. In addition to the conceptual design of the work flow for the incident management,
building the training use case consists of two tasks: constructing the VISSIM simulation model and
applying the traffic management countermeasures (ramp meters and variable message signs in this use

case).

Constructing the Salt Lake City Freeway system VISSIM Simulation Model
The first task of VISSIM model construction started with an analysis of the hour by hour travel patterns

of the Salt Lake City area as built in the TrafficPlatform system. Thanks to the Phase I construction of
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TrafficPlatform, the typical daily travel demand that is reflected by the hour by hour OD matrices has
been modeled in VISUM based on a network imported from the regional travel demand forecast model
(see the following exhibit). The model is composed of 1,499 traffic analysis zones and 12,342 links, with
necessary transportation system infrastructure such as loop detectors (modeled as CountLocation in
VISUM), variable message signs and ramp meters (imported as Point of Interest). This infrastructure

greatly facilitates the construction of the VISSIM model for the Simulator.

Utah Salt Lake City TrafficPlatform
VISUM Model Coverage

The VISUM model provides a good basis for building a VISSIM simulation model. In fact, recent trend
in micro simulation modeling is to utilize the data in the demand model to assist the simulation model
construction. This integrated modeling approach proves a much more efficient approach than building the

VISSIM network from scratch.

With the “Spatial selection mode” ( i ) in VISUM, The Salt Lake City freeways (with the respective

vehicle detection stations) are selected as illustrated in the following exhibit.
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With the 24 hourly origin-destination demand matrices, the dynamic traffic flow pattern for the Salt Lake
City region can be characterized by the dynamic user equilibrium (DUE) traffic assignment. The
aggregate hourly traffic volumes at the freeway and on-ramp entrances from the above selected sub-

network are illustrated in the following chart.

Utah SLC Time of Day Demand Profile
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This chart clearly indicates that 4-6PM are the peak period. This period is thus selected as the VISSIM
modeling period for the incident management scenario in the Simulator, for the impact of the incident

could be most harmful when the accident happens during this period.

The other benefit from applying a DUE procedure to the Salt Lake City regional model was the path
flows export from the regional model to the SLC freeway sub-network. This feature allows for the
Abstract Network Model (ANM) export from VISUM into VISSIM. The geometries and the driving
behavior model parameters at critical locations are also adjusted for more realistic representation of the

SLC freeway system and the travel patterns.

The major techniques involved in building a VISSIM model based on the existing regional VISUM model

using an integrated modeling are summarized as follows:
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e Dynamic user equilibrium (DUE) traffic assignment in VISUM: the DUE process provides a
good basis for generating the time-varying demand input and vehicle routing for VISSIM;

e Sub-network generator: to generate the corridor network from selecting the corresponding
network elements from the regional model;

e Abstract network model (ANM): export the VISUM network to the ANM format that can be
imported directly or adaptively into VISSIM.

Implementing a dynamic traffic assignment process in the Salt Lake City regional VISUM model served
two purposes: one is to identify the peak traffic period in the region, and the other to prepare the sub-

network generation for the freeway corridor system.

Time series input for SLC regional DUE
The first basic input for VISUM DUE is the time series, i.e., the time-varying characteristics of the traffic
demand. For the VISUM model in the SLC TP system, the hourly O-D demand matrices are used for

entering the time series data.

The 24 hourly OD matrices have been stored in the version file shown in the following figure:
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Matrices g|

Mo # Code MName MatrixType ChiectTypeRef Sum
1 oo QD demand = | fone = | 43709 958
3 ooz CDdemand -~ | Zone - | 26527 424
El 0203 QD demand ~ | Zone - | 21553.532
T 0304 QD demand - | Zone - | 23BE3 BEY
g 0405 CDdemand -~ | Zone - | 36856794
" 0506 QD demand = | fone » 107014045
13 0807 CDdemand -~ | Zone - | 213863380
15 oros QD demand ~ | Zone - | 357726772
7 0309 QD demand - | Zone - | 348252 384
19 0g10 CDdemand -~ | Zone - | 355227 573
21 1011 QD demand = | fone w | 305220787
23 1112 CDdemand -~ | Zone - | 328720872
25 1213 QD demand ~ | Zone - | 263780900
2 1314 QD demand - | Zone - | 343453747
28 143 CDdemand -~ | Zone - | 390588802
il 1516 QD demand = | fone = | 367093354
33 1617 CDdemand -~ | Zone - | 470361213
35 EE e oo demand - | Zone - | 419859770
37 1819 QD demand - | Zone - | 405298 851
34 1920 CDdemand -~ | Zone - | 245378674
41 2021 QD demand = | fone w | 200010745
43 2122 CDdemand -~ | Zone - | 190665 856
45 2223 QD demand ~ | Zone - | 128569.024
47 2324 QD demand - | Zone - | TA512723
43 Assign OD demand - Zone - | 0.000
< ¥
[ Create ] [ Delete I [ Edit ] [ Combination ... ] [ Initialize ]
[ Open fram file ] [ Save to file ]

Entering the time series data in VISUM is accessed from menu — Demand — Demand data. From the
Standard time series tab, create one and then Edit — entering the association of the 24 matrices with each

hour.
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# VISUM 11.03-07 - MNetwork: SLC Start - different from current TP VISUM 0329 (no change to DUE). ver* - [Network] o= :

« 0D demand data

J #| | Standard time series | Demand time series | Demand segments rk v =

Ho Hame Type From To

f matrix numbers

[ Create H Delete ]L Edit J

Edit time series

Ho.: 1 =
Hame: niew standard tme series
& aunt locatios
J= W Detectors e From day Fram time To time Matrix Al
Pm ¥ Stop poinis 1 00:00:00 1 01:00:00 10001 -
[P0 ¥ Stopareas 1 01:00:00 1 02:00:00 30102 =
B ¥ 1 02:00:00 1 03:00:00 50203 =
W System routes 1 03:00:00 1 04:00:00 70304 -
v 1 04:00:00 1 05:00:00 2 0405 -
L 1 05:00:00 1 08:00:00 110506 -
Backgrounds 1 06:00:00 1 07:00:00 13 0607 = =
1 07:00:00 1 08:00:00 150708 =
1 08:00:00 1 09:00:00 17 0809 -
1 09:00:00 1 10:00:00 150810 -
1 10:00:00 1 11:00:00 211011 -
&l B 1 11:00:00 1 12:00:00 231112 °
Court: 1 1 12:00:00 1 13:00:00 251213 -
No 755442 1 13:00:00 1 14:00:00 271314 = b
[zl e 1 14:00:00 1 15:00:00 291415 =
Tuhindetdo e 1 15:00:00 1 16:00:00 311516 =
Typenin 25 00 o i
TRl LINESTF 1 16:00:00 1 17:00:00 331617 =
TSysSet B 1 170000 1 18:00:00 351718 °
Length 0307 1 18:00:00 1 19:00:00 371819 o ~l
CapPrT 1485
VORI i [ aweate | [ mabple.. | [ Dekete
VelvehPrT(aR) | 5949
VolFiwBLndlerPrT
&
< El

Choose the DUE assignment procedure from the dropdown list of traffic assignment:
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4 Procedures

Operations | Functions

all active
Active

1| X
2| M

gl
Create group

DSeg

Procedure

Operation Reference object(s) Proced r
Init assignment Al

Azsignment CCar Dynamic Usen

| >

Create ] [ Duplicate ] [ Delete ]
IC Car [ Selection DSeq. .. ]
Cryniamic User Equilibrium DUE hd [ Parameters... ]
Incremental assignment

Equilibrium assignment
Equilibriurm assignment LUCE
Equilibrium_lohse
Stochastic assignment
TRIBUT-Equilibrium assignment

Browse, .,

D [ Ok ] [ Cancel

The parameters for DUE assignment can be set from the “Parameters...” dialog. Select the tab

Assignment time interval first:

From

To

1

(DUE): Parameters

Basis | Assignmenk time interval | Chaice

Assignment time interval

Mumber of time inkeryvals

To time
24:00:00

Use kime intervals as analysis time intervals

00:00:00

24:00:00

24

Mumber of time intervals Length of & time interval
24 1h

Jald | [ Cancel
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Make sure the “Use time intervals as analysis time intervals” option is checked. The default parameters
on the tab Choice can be accepted. On the Basis tab, change the termination parameters, shortest path

search parameters as shown below:

Dynamic User, Equilibrium (DUE): Parameters

Basis | Assignment: time inkerval | Choice

Min. capacity Fackor For gridiock conditions
Shortest path search
Maximum anticipated costs 100000

Discretization of the costs 0

Terminate, if

Mazirurm computation kime

=]
=]

LT

TMaximum number of iterations
TMaximum relative deviation

Spill-back

[ calculate blocking back

Ok ] [ Cancel

On the Functions tab of the Procedure dialog, select the Assignment node from the left panel and then

select the “Save paths as connections” option:
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4 Procedures

Cperations | Functions |

[=-PrT functions
Yolume-delay functio
Impedance [CFix

Eiasic volume

Skims
Node impedances
Signal timing optimize
Signal offset optimize
Elocking back model
PuT functions
Analysis time intervals
Yalumes

000 O

Save assignment resulks

Save paths |As connections o

Execute ] Save ][ Open ] [ oK ] [ Cancel

This will allow the storage of all paths after the DUE process converges for generating the corridor. With
this option turned on, the computation must be running on a 64-bit computer with at least 83GB RAM for
the DUE calculation and path storage will take a significant amount of CPU and RAM beyond the

capacity of a 32-bit system.

Note that no other adjustments were made to the network as the link capacities established in the existing
VISUM model will continue to be used for DUE assignment. The DUE convergence process for the SLC

24-hour DUE assignment is as follows.
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Utah Salt Lake City VISUM Model Dynamic User Equilibrium Assighment
Convergence
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After about 60 iterations, the Relative gap stabilizes to the final convergence criterion level.

Generating the subnetwork for Salt Lake City freeway corridor system and subnetwork refinement
Once the traffic assignment is performed for the regional model, the area of interest can be selected under
the Spatial selection mode. The selection can be saved as active network object files(.ane) that can be
loaded directly to reactivate the selected areas. Then the “Subnetwork generator” can be opened from

menu — Calculate — Subnetwork Generator to generate the subnetwork.
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After the corridor network is obtained, the 4pm-6pm period is selected for another dynamic user
equilibrium process to generate the traffic demand input and vehicle routing. This DUE process is based
on a 5-minute increment with the percentage demand input option. With no direct input from the Salt
Lake City freeway detector data, the percentages for each of the 5-minute increment for 4pm-6pm in the
predefined training scenario are based on a typical pattern that is also seen in other metropolitan areas.

For designing new training scenario, these percentages can be updated based on the real-time traffic data.
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create | [ pelete | [_Ede

VolvehPIT(AP)

VoFlowBunde(PrT)
v

[~

Once this assignment process is done and calibrated against the field traffic pattern, it is ready to be
exported for building the VISSIM model. Note that the Assignment “Save path as connections” must be

used for proper generation of the paths.

VISSIM model construction from ANM and model enhancements

The selected VISUM network can be directly exported into VISSIM, eliminating the need of creating the
VISSIM model from scratch. Exporting the corridor network from VISUM to VISSIM is carried out
through the abstract network model (ANM) module from menu File-Export — VISSIM (ANM). The
following ANM export parameters dialog will open, and a series of parameters will need to be specified
for a proper export/import for constructing the VISSIM network. The transportation system specifications

are on the first tab (Vehicle categories):
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ANM export parameters

AN File
Network data |C:\,TrafFic PlatformiUtahiStaff Training Simulator|yISUM-YISSIM|SubMetworklSLC Freeway4-6PM, anm ‘ [ Browse ]

ANMRoUtes file
Roukes |C:\,TrafFic PlatformiUtah\Staff Training SimulatoriYISUM-YISSIMY SubMetwork|SLC Freeway4-6PM, anmPoutes ‘ [ Browse ]

Matrices

Vehicle categories | Driving behavior || Time interval || PuT |

Transport system | Yehicle category

(o] [ow

The Driving behavior tab allows specifying the link behavior for each link type that correspond to the link
behavior types in VISSIM. A multi-editing feature is also available to change multiple link types at a

time.

ANM export parameters El

AR file
Metwork data |C:'I,Trafﬁc FlatformiUtahiStaff Training SimulatoryyISUM-YISSIM, SubNetworkl SLC Freeway4-6PM, anm | [ Browse ]

AMMROUEES File:
Roukes |C:'I,Trafﬁc FlatformiUtahStaff Training Simulakorly1SUM-YISSIM| SubMetworkiSLC Freeway4-6PM.anmRUutl| [ Browse ]

Matrices

Wehicle categories | Driving behavior | Time interval | PuT |

LinkType | Driving behavior )
0 Urban
1 Fuwy: Lovwer Capacity

2 Fwey: Higher Capacity
3 Fuwy: CD Roads

4 Fury:HOY Lanes

5 Py RuralHighspesd
E Fuvy:OnfOff Ramp1

7 Fuey: OniQTT Ramp2

8 Fuwy:Loop Ramp

10 |9 Urban
11 10 Urbian
42 |11 Principal Arterial HE 1 Urban

13 |12 Principle Arterial HF 2 Urban

[a]lalla]lalla]a]la][a]lo

v

Multiple

[ Ok ] [ Cancel ]
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The time interval for the pre-set use case should be 4-6pm:

r il
AWM export parameters [g|
AN File:
Metbwork data |C:'|,TrafFic PlakFarmitahiStaff Training SimulatoriyISUM-YISSIMiSubMetworkl SLC Freeway4-6PM.anm | ’ Browse ]

ANMRoutes Fils
Routes i Traffic PlatformiUtahiStaff Training Simulator\ YISUM-YISSIM SubMetworkiSLC Freewayd-6PM, anmRoutes Browse
Makrices

‘ehicle categories || Driving behavior | Time interval | PuT

Frarm 16:00:00
Ta 18:00:00

Once all parameters are specified, clicking OK will start the export process. The end results from this
process are two xml files that contain the network element definitions as specified (.anm) and the traffic

demand and routing information (.anmRoutes). These are the input files for creating the VISSIM model.

The files are now imported into VISSIM. In a blank VISSIM window, the initial ANM import is done

from menu File — Import ANM. The ANM import dialog will open.
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I ANM, Import

Static Metwork: Data
Import network data

[rynamic Traffic Data
(%) Static Fouting

) Dynamic Assighment
Irnipart Fouting

Save Az
WISSIM Input File

A Metwark Deta File

AMM Routes File

Shaow warnings during Import

|C:UMA\W0rk1Trafﬁc PlatformilLitabnStaff Training Simulstorty1SUM-VISSIMEubNetworkbArchive\SL C Freewsyd4 5P M .anm

[

Ewaluation interval: |:|

|C:UMA1W0rk1Traﬁ’|c PlatformiltabnStaff Training Simulstort1SUM-VISSIMSUb Metwarkibrchive\SLC Freewsyd 6P M anmPoutes | []

|C:UMA1W0rk1Traﬁ’|c PlatforrmiLtahnStaff Training Simulsator 1S UMWV SSIMESUBE Metwarkrchive l SLC Fuy Subnetwork-4-Spmm.ing | [:]

| SLC Fuwwy Subnetwork-4-Spm panm

| (]

| SLC Py Subnetwaork-4-Spm panmPoutes

[

Import l [ Cloze ] [ Cancel

[

In the pre-set use case, the option “Static Routing” is chosen in accordance with the partial routing setup
for the VMS interactive changes. Once all proper input and output settings are entered, click the “Import”
button will begin the process of interpreting the network elements and vehicle routing information and
translating into VISSIM model elements. The end result is a VISSIM model that with all necessary

components transferred from the VISUM corridor model. The given example is shown in the figure

below.
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Note that the imported VISSIM model saves the network coding time and provides a good basis for
model calibration, but it will need further adjustments at critical locations for more realistic representation
of the system as well as the driving behavior parameter fine-tuning. In the case of model updates such as
demand adjustments, geometric changes etc., the ANM adaptive import can be used to have the more

convenient adjustments in the VISUM model and re-export/import.

Incident conditions and traffic management countermeasures
The next step in the incident scenario design is to define the incident conditions and the management

countermeasures through VMS information and ramp metering adjustments.

In the pre-set training scenario, only one incident is “scheduled” in the network:
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Pre-set 1-15 SB incident information

Time of occurance: 4:30PM
Duration: 45 minutes
Location: 1-15 southbound near State Route 171

Severity: major crash accident blocking 4 general purpose lanes

In the VISSIM model, the incident is modeled by a set of time-dependent speed reduction areas that
become active 30 minutes (1800 seconds) into the simulation (at 4:30 pm). The speed reduction area can
be simply defined by setting the speed to zero, completely stopping the traffic on all (or selected) traffic
lanes. The duration of the speed reduction can also be defined, simulating the time needed for clearing the

incident.

Traffic management countermeasures to mitigate the incident impact are variable message signs and ramp
meters. The incident location, available variable message and ramp meters signs (VMS) for the described

example are indicated in the following illustration.
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Utah Salt Lake City Freeway
Management Measures & Incident
VMS

@

Ramp Meters

Accident Location

]

In total 35 VMS signs are identified within the modeled Salt Lake City freeway system, and all of them
were verified against Google StreetView. Their locations and settings can be found in the following

illustration.

o The “Editable” attribute indicate whether the display text can be changed from the Training
Simulator interface, “1” being editable;

e The routing text levels indicate different levels of text (level 1 — incident occurrence only; level 2
— incident occurrence + alternative route; level 3 — incident occurrence + expected delay +
alternative route). The level of text is directly related to the Partial routes decision (the percentage
of vehicles choosing different alternative routes).
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Mumber VISUM link 1D

link-Fromnode

EDITABLE NAME

routingl text

routing? text (two lines of text)

routing3 text (three lines of text)

] 1051710521 10517 1 115 58 400 Morth CRASH AT SR 171 CRASH AT SR 171 CRASH AT SR 171
USE 1-215 WEST EXPECT 30 MIN DELAY
USE 1-215 WEST
7 1006110527 10061 1 115 5B 600 South CRASH AT SR 171 CRASH ATSR 171 CRASH AT SR 171
USE 1-215 WEST EXPECT 25 MIN DELAY
USE 1-215 WEST
B 1055010122 10550 0 115 5B 4000 South
9 1012410126 10124 0115 58 5000 South
10 1056012844 10560 0115 58 8000 South
15 1164010166 12843 0 115 NB BOOD South
16 1012710125 10127 0 115 NB 5000 South
17 1012310552 10123 0 115 NB 4000 South
18 1285110532 12851 0 115 NB 1300 South
26 1067810195 10678 1 180 EB 3400 West I-15 5 CRASH AT 3R 171 I-15 5 CRASH AT 5R 171 I-15 5 CRASH AT 5R 171
USE 1-215 WEST EXPECT 30 MIN DELAY
USE 1-215 WEST
27 1286612867 12B66 0 180 EB 1500 West
28 1022110677 1pz221 0 180 EB 300 East
28 1067110668 10671 0180 EB 2000 East
35 1067010672 10670 1 180 WB 1700 East I-153 5 CRASH AT SR 171 I-15 5 CRASH AT 5R 171 I-15 5 CRASH AT 5R 171
USE 1-215 WEST EXPECT 25 MIN DELAY
USE 1-215 WEST
39 1025010589 10250 11215 W SB 500 North  1-15 5 CRASH AT SR 171 I-15 5 CRASH AT 5R 171 I-15 5 CRASH AT 5R 171
USE 1-215 WEST EXPECT 30 MIN DELAY
USE 1-215 WEST
40 1059210305 10592 0 1215 W 3B 1000 South
41 1027210597 10272 01215 W 3B 3900 South
42 1285410598 12854 0 1215 W 5B 5400 South
43 1027610595 10276 0 1215 W NBE 4100 South
44 1030610591 10306 0 1215 W NB 1000 South
45 1286010247 12860 0 1215 W NB 1700 North
46 1061610297 10616 01215 5 EB 400 East
48 1061010608 10610 0 12155 WB 1500 West
48 1031510641 10319 0 1215 E NB 3100 South
50 1063710635 10637 0 1215 E SB 4800 South
51 42344245 4234 1 5R201 EB 3600 West | 1-155 CRASH AT SR 171 I-15 5 CRASH AT 5R 171 I-15 5 CRASH AT 5R 171
USE 1-215 WEST EXPECT 30 MIN DELAY
USE 1-215 WEST
52 425810030 4258 0 SR201 EB 1300 West
75 39593951 3939 1 500 5 WB Main St. I-15 5 CRASH AT SR 171 I-15 5 CRASH AT 3R 171 I-15 5 CRASH AT 3R 171

USE 1-215 WEST

EXPECT 25 MIN DELAY
USE 1-215 WEST
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The implementation of VMS impact in VISSIM simulation is done through the Partial Route feature;
however, not all VMS will contribute to the specific incident. The network analysis reveals the following
VMS could potentially re-route the traffic heading to the incident location in this example and they are
applicable in this training scenario (indicated “editable” in the above list). In the process of designing

incident scenarios, the editable VMS have to be defined for each of them.

The following list indicates these VMS and the corresponding Partial Route decisions configured in the

VISSIM model.

VMS# RO“t'“g#Dec'S'O” Ro;te Level 0 | Level 1 | Level 2 | Level 3
1 0 90 75 55
111 100 0 7 20 35
6 101 0 3 5 10
2 0 90 70 50

112
200 0 7 25 40
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Routing Decision

Route

VMS# 4 4 Level 0 | Levell | Level 2 | Level 3

201 0 3 5 10
113 1 0 90 75 55
7 100 0 10 25 45
114 2 0 90 75 55
200 0 10 25 45
1 0 90 75 55
35 115 100 0 10 25 45
1 0 85 60 20
39 116 100 0 15 40 80
117 1 0 85 60 20
26 100 0 15 40 80
2 0 85 60 20

118
200 0 15 40 80
119 1 0 85 55 25
51 100 0 15 45 75
120 2 0 85 55 25
200 0 15 45 75
1 0 90 75 50

75 121
100 0 10 25 50

Ramp meter and VMS design in VISSIM

Adding new ramp meters in VISSIM for the Simulator consist of the following procedures:

1. Append the line in the CycleTime.csv following the convention of “ID; initial cycle length” for

the ramp meter to be added.

2. Adding a signal controller with a proper ID and associated signal heads at the proper link. It is
recommended to observe the number of corresponding point of interest (POI) (category 27,
“Ramp Meters”) from the VISUM model of the SLC TrafficPlatform system. Associate the

proper parameter files (sc_dll.dll, SignalGUL.dII, CycleTime.csv, SC.wit).

3. Keep note of the following information for the new signal head(s) for this info will be used to

generate the objects on the interface of the Simulator in Trafficlnsight:

a. 1D and name of the ramp meter;

b. VISUM link id and the from node id of the link that the signal heads reside on. This

should be read from the VISUM model from the SLC TP system;
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c. The latitude and longitude information for the ramp meter from the Map Info section in
the current Trafficlnsight interface on the projection system EPSG:900913. This also
applies to the VMS locations. For example, the following screenshot shows the location
when the mouse is positioned at the place where VMS #14 is located. The lat/long info
for this VMS should read as (-12456624.6 4949450.2).
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=

JJPTV Trafficnsigh

_fle Edit View Higtory Bookmarks Tools Help
» C o http://localhost/trafficinsight/ -1y e »

_| PTV TrafficPlatform [&] PTV Trafficinsight

PTV Trafficlnsight
PTV TrafficInsight

Use Cases
Traffic Viewer Utah
| General Settings
View data for: 08/04/2010 2
Refresh day kst: retresh

| Current Traffic State ! Ramp Meters

7 varisble Message Signs
V] Level of Service

Time of day: 16:05 %

Navigation:

Show Always Latest:

| Simulation Control

Run: Start Simuiation
Simulation Period:

EPSG:900913
-12456624.46214
| e 4949450.195
Zoom Level: 14

Scale:

MOE Summary: Open

| Countermeasures

1:27084
1d:

Name:

Location:
Ramp Metering

Variable Message Sign

For updating the VMS, partial route decision points for the specific VMS locations should be created.

Similar information should be kept for new or updated VMS to update the Trafficlnsight database as

n

the above step 3:

VMS ID and name;
VISUM link ID and fromNode ID;
Lat/long info for the VMS position from Trafficlnsight for the EPSG:900913 project system.

A w o

Editable or non-editable: Editable will indicate that partial routes have been set up for this VMS
location, and the display text levels can be adjusted from Trafficlnsight interface.

5. Different levels of texts.
Traffic object redefinition and updates
Updating the traffic object layers (ramp meters, variable message signs) on the Trafficlnsight interface is

done through operating the database. This is performed from the PostGres database administration tool

pgAdmin I11.
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Within the Simulator virtual environment, the pgAdmin Il tool is accessed from Windows Start —

Postgres Plus Standard Server 8.4 - pgAdmin I11.

o KPS VIEWer
| Bccessories
. Apache Tomcat 6.0 its
. CodeMeter
. Games Docurments
. GeoServer 2.0.2
. Maintenance
. Mozilla Firefox
. Motepad++
| Oracle Database 10g Express Edition
. Postgres Plus Standard Server 8.4
W pgldmin I
@ PostgreSQL JDBC Home Page
@ psglODBC Documentation
C» Reload Configuration
c}i Restart Server
B QL Shell (psql)
[ Start Server Help and Support
@ Stop Server
, Documentation
. Mpgsgl
, PostGIS

Pictures
Music

Computer

Control Panel
Devices and Printers

Default Programs

1  Back

I G e |

| Search programs and fil
. - T T T T —
S TV BT

The Trafficlnisht database is hosted on the local Server. The database tables are stored at the

Traffic_Insight database — Schemas.public. The table that contains the ramp meter and VMS is “point”.
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File Edit Plugins View Tools Help

A0 % T

X

Object browser

[ servers ()
=[] Postgresql 8.4 focalhost: 5432)
=) Databases (3)
) postares
template_postgs
=[] traffic_insight
Catalogs (2)
Schemas (1)
- publc
-y Domains (0)
FTS Configurations (0)
{lll FTS Dictionaries (0)
1S FIS parsers (0)
L) FTS Tempiates (0)
@ Functions (685)
% Sequences {0)
15 Tables (7)
[5 geometry_coumns
matviews
point
source_link
[5 spatal ref_sys
t_tafficstate_link
[ virk_prt
B Trigger Functions (3)
1) views (2)
[ view_counter_measures
[E view_trafficstate
W) Repication (0)
[, Tablespaces (2)
1 10bs @

% Group Roles (3)
Login Roles (1)

Properties |statistics | Dependendies | Dependents

Property Value

point.
83220
postgres
pg_default

cd

< i

—_

SQL pane
[~ Table: poinc

-~ DROP TABLE point;

[

ICREATE TABLE potnt
(
c_id charaeter varying(50) NOT NULL,
name" character varying(200) NOT NULL,
£k _source character varying(36) NOT NULL,
the_geon geometry,
"type" integer NOT NULL DEFAULT 0,
editable boolean NOT NULL DEFAULT false,
o i

Accessing the data of the table can be done by right click menu from the table “point™:
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File Edit Plugins View Tools Help

A sllEE L

Object browser
-1 PostgreSQL 8.4 (ocalhost: 5432)

Era N

Properties | Statistics | Dependences | Dependents

[ servers (1)
Property Value

([ Databases (3) point.
~[) postares 83220
(38 template_postgis postgres
=) traffic_insight pg_default
Catalogs (2)
1§ Schemas (1) cid
B @ public P
Domains (0)
FTS Configurations (0) 2
fill FTs Dictionaries (0) o
=) FTS Parsers (0) o
FTS Templates (0)
%8 Functions (585) ::

-& Sequences (0)
" Tables (7) - Comment
[ geometry_columns

4 Refresh
Count
Disable triggers

B Triog  Enable triggers
-5 view

New Object '
8 Delete/Droj

% Replication ( P

1, Tablespaces (2) Drop Cascaded

G 10bs (0 Truncate

é}l Group Roles (0) Truncate Cascaded
Logn Rales (1)

Scripts 3
View Data 3 View Top 100 Rows

Reports , View All Rows

Maintenance... View Filtered Rows...

Backup... ” < i
Restore...

5QL pane
—- Table: point

Properties...

—— DROP TABLE point;

The “Edit data” dialog should open with the data view:
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..-! Edit Data - PostgreSQL 8.4 (localhost:5432) - traffic_insight - painf
| File Edit View Tools Help
‘H2n | B R W TP Nl v|

c_d | name fk_source the_geom type
|

[PK] ch vai vai n ry integer

10 ] 115 SB 8000 Sou 10560_1056012 0101000020E61 26
15 T15NB 8000 Sou 12843_116401C 0101000020E61 26
16 T15NB 5000 Sou 10127_10127100101000020E61 26
17 T15NB 4000 Sou 101231012310 0101000020E61 26

18 T15MBE 1300 Sou 12851_128511C/0101000020E51 26
26 130 EB 3400 We 106758_106781C/0101000020E51 26 1-155 MAJOR A|I-15 5 MAJOR A|I-15 S MAJOR A
27 I80 EB 1500 We 12866_128661z/0101000020E61 26
28 180 EB 300 East 10221 _102211C/0101000020E61 26
29 180 EB 2000 Eas 10671_106711C 0101000020E61 26
35 180 WE 1700 Ea 10670_106701C 0101000020E61 26 1-155 MAJOR A I-15 S MAJOR A I-15 5 MAJOR. A
39 1215 W SB 5001 10250_102501C 0101000020E61 26 I-155 MAJOR A I-15 S MAJOR A I-15 5 MAJOR. A
40 1215 W SB 1000 10592_105921C 0101000020E61 26
41 1215W SB 3500 10272_102721(/0101000020E51 26
1215 W SB 5400 12854_1285410/0101000020E51 26
1215'W NB 4100 10275_1027610/0101000020E61 26
1215W NB 100C 10306_103061C/0101000020E61 26
1215 W NB 170C 12860_128601C 0101000020E61 26
1215 SEB 400 E 10616_106161C 0101000020E61 26
12155 WE 1500 10610_106101C 0101000020E61 26
T215ENBE 3100 10319_103191C/0101000020E51 26
I215E 5B 4300 | 10637_106371C|0101000020E51 26
SR201EB 3600 4234 4234424C0101000020E61 26 1-155 MAJOR A|I-15 5 MAJOR. A|I-15 5 MAJOR A
SR201EB 1300 4258_4258100Z 0101000020E61 26
115 5B 400 Mort 10517_105171C/0101000020E61 26 MAJOR. ACCIDE| MAJOR. ACCIDE| MAJOR. ACCIDEI
11556 600 Sout 10061_100611C 0101000020E61 26 MAJOR. ACCIDE MAJOR ACCIDE MAJOR. ACCIDE
500 5 WE Main £ 3959_39593951 0101000020E61 26 I-155 MAJOR AI-15 SMAJOR A I-15 5 MAJOR. A
11556 4000 Sou 10550_105501C/ 0101000020E61 26
115 5B 5000 5o 10124_1012410/0101000020E51 26
Incident I155B 10005_100051C/0101000020E61 1
R10 I-1SMBUSBS | 3466_3466351%0101000020E6127
R11 I-155B US89 | 3496_12885125 0101000020661 27
R7 I-15NB W 4500 4727 _4727101z 0101000020E61 27
RE 1-15 5B W 3300 4413_4413101z 0101000020E61 27
RS I-15MB 13thS 4570_4570100¢ 0101000020E61 27

C-RE- R R E PR R

Updating the data for specific traffic object, either ramp meter or variable message signs, can be directly
done from this data view for the target field. For example, the text at different levels of VMS display can

be edited directly by double clicking the corresponding field at the corresponding VMS locations.

File Edit View Tools Help

E|g€\||"|?|é Mo lirmit v|
c_id | name fk_source the_geom type ‘editable cap_new ‘ level textl text2 text3
[PK] ch | ch vai ch vai ry integer bool integer integer h wvai| ch vai ch wvai
1 10 115 5B 8000 Sou 10580_105601= 0101000020E51 26 FALSE
2 15 115 MB 8000 Sou 12843_116401C 0101000020E61 26 FALSE
3 16 I15MB 5000 Sou 10127_101271C 0101000020E61 26 FALSE
4 17 115 MB 4000 Sou 10123_101231C 0101000020E61 26 FALSE
5 15 T15ME 1300 Sou 12851_128511C/0101000020E51 26 FALSE
6 2% 180 EB 3400 We 10678_1056731C 0101000020E61 26 TRUE I-155 MAJOR A I-15 S MAJOR A'I-15 5 MAJOR A
7 7 180 EB 1500 We 12866_1286612 0101000020E61 26 FALSE
8 28 130 EB 300 East 10221_102211C/0101000020E51 26 FALSE
9 29 130 EB 2000 Eas 10671_106711C/0101000020E51 26 FALSE
10 |35 180 WB 1700 Ea 10670_106701C 0101000020E61 26 TRUE I-155 MAJOR A I-15 S MAJOR A'I-15 5 MAJOR A
11 |3 1215 W 5B 500 [ 10250_102501C 0101000020861 26 TRUE BT R |R AlI-155 MAJOR A
12 |40 1215W 5B 1000 10592_105921C/0101000020E51 26 FALSE
13 |41 1215 W 5B 3900 10272_102721C 0101000020E61 26 FALSE
14 |42 1215W 5B 5400 12854_128541C 0101000020E61 26 FALSE
15 |43 1215 W NB 410C 10276_102751C 0101000020E61 26 FALSE
16 |aa 1215 W MR 100° 10304 10304510 01010NNNINES 1 98 EAlSE
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Deleting a certain record, either ramp meter or variable message sign, can also be done from the data
view. By right clicking the record number, the pop-up menu will indicate the actions that can be taken for

this record including delete:

b File Edit View Tools Help
‘B @0 BB G| TP Neimt -
c_d | name fk_source the_geom type ‘emtable cap_new level textl text2 text3
[PK] characte character vai| ch cter vai try integer bool integer integer h cter vai ch cter vai| ch cter vai
|I 1 | 115 58,8000 Sov, 10560_105601z 010100002061 26 FALSE
2 |15 115 NB 8000 Sou 12843_116401/ 010100002061 26 FALSE
3 s 115 NB 5000 Sou 10127_101271¢ 010100002061 26 FALSE
a |17 115 NB 4000 Sou 10123_101231/0101000020E61 26 FALSE
5 |1 115 NB 1300 Sou 12851_128511€/ 010100002061 26 FALSE
6 | 180 EB 3400 We 10678_106781C 010100002061 26 TRUE 1-155 MAJOR A 1-15 5 MAJOR AI-15 5 MAIOR A
7 |z 180 EB 1500 We 12866_128661z 010100002061 26 FALSE
8 180 EB 300 East 10221_102211/0101000020E61 26 FALSE
5 jiij o 2000 Ea: 10671_106711010100002086026  fPAse [ | [ | | |
1 WB 1700 Ea 10670_106701C 0101000020E61 26 TRUE 1-155 MAJOR A [-15 5 MAJOR A I-15 5 MAIOR A
1 Paste 5 \/ SB 500 1 10250_102501C 010100002061 26 TRUE 1-155 MAJOR A T-15 5 MAIOR A
1 Delete 5/ 5B 1000 10552_105521C 0101000020661 26 FALSE
e 5\ SB 3900 10272_102721C 0101000020E61 26 FALSE

Adding a certain record, either a ramp meter or a variable message sign, is done through a SQL script. For

example, the following VMS sign needs to be added to the Simulator interface for visualization:

VMS ID: 14

VMS Name: 115 NB 10200 South

Associated VISUM Link: Id; 1056510567, fromnode number: 10565
Lat/long read from Trafficlnsight for its position: (-12456624.5 4949450.2)
Editable: 0

From the table “Source link” right click menu, select the Script-select. This is to find the foreign key for

the link that the VMS resides in:
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Eile Edit Query Favourites Macros View Help
NN El s ®]o ‘ & ﬁl pl b hEbgEn | B |§[hafﬁc_insoghtonposlgres@inmlhost:m.’iz v]

5QL Editor | Graphical Query Builder |

SELECT c_id, netid, fromnode, tonode, vlink, tsyscode, length, typecode,
the_geom, rocadname
FROM source_link where vlink = 1056510567 and fromnode = 1035657

2 f netid fromnode tonode wlink tsyscode length typecode the_geom
character varying(36) integer integer integer integer character vai integer integer geometry

10565 1056510567 1 |1 10565 10567 1056510567  |BC 789 1 0102000020E61/1-15

Unix  Ln 3 Col 65 Ch 165

Keep note of the c_id field for the select SQL statement: 10565_1056510567_1. Now Insert the VMS

record with the right menu from table “point™:

File Edit Plugins Yiew Tools Help

PO WT | \ 2

‘Obpect browser X | Properties | statistics | Dependendis | Dependents
H servers (1
=]

[l PostgresqL 8.4 localhost:5432) Yaue
] Databases (3) pont
(1) postgres 85220
(3% template_postgis postares
B-() trafic_insight pg_default
Catalogs (2)
g Schemas (1) cd
=@ public E
Domains (0}
FTS Configurations (0) 34
fill FTs Dictionaries (0) No
4§ FTS Parsers (0) 0
o) FTS Templates (0)
% Functions (585) ::

% Sequences (0)

5 Tables ()
geometry_columns
matviews

Refresh
Count

Disable triggers
Enable triggers

New Object »
Delete/Drop
‘S Replcatio Drop Cascaded
1% Tablespaces (2)
@ Jobs (0) Truncate
Group Rales (0) Truncate Cascaded
Login Roles (1)
Scripts » CREATE script
View Data » SELECT script
Reports » INSERT seript
Maintenance... UPDATE script
Backup... DELETE script -
Restors
5qL pane
Properties. —— Table: point

- DROP TABLE point;
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From the pop-up Query window, replace the corresponding fields with the following:

[ k. Query - traffic_insig

stgres@localhost:5432

File Edit Query Favourites Macros View Help

OB E| o & | L2l “| 40| bElmi m | 12 |§[hafﬁc_insightonpostx_]res@lomlhost:maz

v]

SQL Editor | Graphical Query Builder |

INSERT INTO point|
c_id, "name", f£k_source, "type"”, editable)
VALUES ("14", 'Il15 NB 10200 South', 'l10565_1056510567_1", 2§, FALSﬂl:

Qutput pane
Data Output | Explain | Messages |History |

fuery returned successfully: 1 row affected, 109 ms executicon time.

4

Unix

1row affected.

The last step is to append the the_geom field for adding the location information for the newly added

VMS: This is done by an update SQL script:
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File Edit Query Favourites Macros View Help
DEBIBEMC | Aan| L b Mk u| D i[sfcnsmto osgesgiochostsz <]
SQL Editor \G,a,,h,d Q‘H,m|

TUPDATE point

SET the_geom = GeometryFromText ('BOINT (12456625.6 -4949450.2)", 4324
WHERE c_id = '14";

Query returned successfully: 1 row affected, 31 ms execution time.

[l

1row affected. Unix Ln 2 Col 72Ch 85 3ims

Now re-open Trafficlnsight, the newly added VMS #14 appears on the interface:
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FEile Edit View History Bookmarks Tools Help
o
77 - | |38~ Google Al
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E = -
- s - \ 5
= : 'H "
\

4| Current Traffic State

Time of day: 16:05 7
Navigation: [N [ () ) iR 1y
B = ;
Show Always Latest: |} ' -T“
n ¥ Cottonwood

y Heights
| Simulation Control IR e
Run: | Start Simulation | Jg,Ejf B |
Simulation Period: e ! 14 ~
MOE Summary: Open

4| Countermeasures

= i Hame: 115 NB 10200 South
/ Location: 115
= e i Display: -
7 |
:
oA = 5

R

Id: R
Name: )\
Location: <
N Jor
Ramp Metering
Variable Message Sign g
A0 ¥ &
T
¢
f (
‘v
r~ - ]
))
| per
| g
! Yy
\/-“a S E /
2/ .
\ { /
—— . /
1 == A
/ untain A s
i -
W= o S km
Date GC-By-SA by / '3 S

Note that for ramp meters, the ¢_id should start with “R” to differentiate with VMS, for example, if a

ramp meter is numbered 20, the c_id field should be “R20”.

Customization Scenario I: Overall SLC VISUM Model Update and TP Reconfiguration - Traffic Pattern
Update

The SLC-TP system is based on a calibrated typical day traffic operations in the SLC metropolitan area.

This is reflected by the hourly origin-destination matrices stored in the database of the Simulator. The

next figure shows how to access the matrices.
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» Computer » Local Disk (C) » utah » matrces v | ¢s Q| Search moence: P

Fle Ed View Tools Help
Organize v Includeinbbrary v Sharewith v Bum  New foldes ~ 3 9
{ Favortes
& Downloads UTAH 0.mitx
2 Recent Places UTAH_1.mitx
UTAH 2.mitx
-9 Udnaries UTAM_3.mitx
+ Documents UTAH _d.mitx
o Music UTAH_S.mitx
e Pictures UTAH 6.mitx
B videos UTAH_7.mitx
UTAH 8.mitx
& Computer UTAM S.mitx
& Local Disk (C) UTAH_10.mix
520 UTAH_11.méx
mq UTAH_12.mtx
craclexe UTAH 13.mex
Perflogs UTAM_14.mex
PostgreSQLData UTAH_15.mex
Prograe Files b UTAH_16.mitx
ProgramData UTAH_17,mix
ptvag-karaf-101 UTAH _18.mex
Python2S UTAH _19.mx
Temp UTAH_20.mex
Tra#ticPlatform UTAM_21.mex
Users UTAH_22.mtx
utsh UTAH_23.max
congestions
debug
matrices
network
cutpt
para
vissmnet
Windows
£* DVD RW Drive (D:)
€ Network

When the training session begins, for example in the case of the pre-set scenario, SLC TrafficPlatform
will load the matrices for 4PM (UTAH_16.mtx) and then perform the estimation of the traffic states for
the entire network. At this time, the TrafficPlatform uses the “online” traffic input from the VISSIM
simulation. If the on-line detector data is available, the TrafficPlatform can be reconfigured to use these
data instead of the VISSIM simulation. The process of the traffic state estimation cycles every 5 minutes
(300 seconds) as configured in the VISSIM Data Collection output file, until the simulation time elapses

to the next hour when TrafficPlatform will load the new matrices and continue.

A complete upgrade of the SLC_TP starts with the traffic demand update. The general process of

updating the SLC TrafficPlatform can then be as follows:

1. Take the Salt Lake City VISUM model in the TrafficPlatform (c:\utah\network\slc.ver), and
perform the demand estimation for the demand pattern scenarios based on this version;
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2. Rename the estimated matrices to the corresponding hour as shown above, for example, the dated

3. Perform VISSIM model update if necessary.
Customization Scenario I1: VISSIM Model Updating

Updating the VISSSIM model for customizing a different training scenario can have the two following
options:

1. Updating the existing SLC freeway VISSIM model in the pre-set scenario with different
incidents, different demand patterns or different traffic management countermeasures;

2. Creating a VISSIM model covering different areas of Salt Lake City and replacing the existing
VISSIM model in the pre-set scenario.

Option 2 is one step above the first option; herein option 1 is introduced first and the extra step to be

taken in option 2 will be described next.

VISSIM model update for the Staff Training Simulator needs to maintain the reference with the SLC
TrafficPlatform system. This reference is ensured by matching the transportation system elements with
the VISUM model underlying the SLC TrafficPlatform. Matching the elements will at minimum include

the following:

e Traffic data collection and feeding: vehicle detection stations in the real world vs. data collection
points in VISSIM and CountLocations in VISUM;

e Traffic control measure definitions: ramp meters, variable message signs in the real world vs.
signal controllers and partial route settings in VISSIM and corresponding changes in
Trafficlnsight database;

o Traffic incident definitions: incident info from the design vs. VISSIM settings, message importer
to TrafficPlatform and display settings in Trafficlnsight.

VISSIM basic updates: network, driving behavior, traffic demand and vehicle routing
One of the primary tasks VISSIM simulation performs in the Simulator is to provide the traffic data as
collected by the real world traffic detection devices such as loop detectors. For this version of the

Simulator, the virtual on line data feeds from VISSIM to TrafficPlatform are only the traffic data from
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input from the updated VISSIM model to the TrafficPlatform will be the correct mapping of vehicle

detection between VISSIM and TrafficPlatform.

The requirements for numbering the data collection points are:

e Group the data collection points at the same cross section into measurement points. This is done
through the Data collection configuration from VISSIM (Evaluation — Files...).

e Make sure the measurement point number is matching the corresponding CountLocation number
in the VISUM model from the TrafficPlatform system.

The next step is to configure the data collection parameters for traffic data reporting. The parameters are

as follows:

Collection time: from start (0 second) to end of simulation (or put 999999)

Collection interval:; 300 seconds

Output: compiled data

The data collection configuration should be for all vehicle types, and the configuration file (.gmk) file

should look like:

VEHCOUNT;SUM;0
SPEED;MEAN;0
OCC;SUM;0

The Abstract Network Model (ANM) export/import between VISUM and VISSIM is considered the

easiest way to build or update the VISSIM model from the existing VISUM model in the current SLC-TP.

Deleting one measurement point group can simply be done from the data collection configuration.
Adding new vehicle detection stations will have to go through the underlying VISUM model and

consequent database update for SLC TrafficPlatform.
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Start and close of the Staff Training Simulator virtual machine

Handling the Simulator

The Training Simulator resides completely in a virtual machine (VM) that is independent of the operating

system of the host server computer. The portal program to boot the Simulator VM is with the extension

VmxX.

romAG - old

( )v| ~ Computer + Local Disk (D:) + Utzh + VM0622-FromAG - old +

v (23 | search vM0522-FromAG - od

T Favorites
B Desktop
4 Downloads
1] Recent Places

S Ubraries
3 Documents
& Music
[ Pictures

B8 videos
#@ Homegroup

8 Computer

i Local Disk (C:)
o Local Disk (D)

& DVD RW Drive (E5)

€ Network

Organize ¥ | Open with VMware Player ~  Burn  New folder

Name * Date madified Type Size

TPShowcase.vmdk. lck 8/20/2010 3:05 AM File folder

TPShowcase.vmem.lck. 8/20/2010 9:10 AM File folder

TPShowcase.vmx.lck 8/20/2010 11:37 AM File folder
|| TPShowcase.nvram 8/20/2010 8:51 AM NVRAM File 9KB
& TPshowcase 8/20/2010 3:11 AM VMware virtual disk fle 3KE
|| TPShowcase.vmem 8/4/2010 11:53 AM WMEM File 3,145,728 KB
|| TPshowcase.vmsd 4/16/2010 6:32 AM WMSD File 0KB
& TPShowease 8/20/2010 3:11 AM VMware suspended virtual machine state 183,728 KB

[ trshowcase.vmx

D010 d:-51 AM WMXF File

%TPShowcase-sUDl Size: 2.77KB

Type: VMware virtual machine configuration

Date modified: 8/20/2010 5:29 AM

% AM WMuware virtual disk file

& TPshowcase-s002
& TPShowease-s003
& TPshowcase-s004
& TPShowease-s005
& TPshowcase-s008
& TPshowcase-s007
% TPShowcase-s008
& TPshowcase-s002
& TPShowease-s010
& TPshowcase-s011
& TPShowease-s012
& TPshowcases013
& TPshowcase-s014
% TPShowcase-s015
& TPshowcase-s015
& TPshowease-s017
& TPshowcases018
& TPShowcase-s013
& TPshowcase-s020
& TPshowcase-s021
% TPShowcase-s022
& TPshowcase-s023
& TPShowease-s024
& TPshowcase-s025
& TPShowcase-s025
& TPshowcase-s027

Date modified: 8/20/2010 5:25 AM

TPShowcase
VMware virtual machine configuration Size: 2.77KB

o3 AM WMuware virtual disk file
8/20/2010 3:03 AM WMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 3:03 AM WMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 9:03 AM WMware virtual disk file
8/20/2010 9:03 AM VMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 3:03 AM WMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 3:03 AM WMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 9:03 AM WMware virtual disk file
8/20/2010 9:03 AM VMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 3:03 AM WMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 3:03 AM WMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 9:03 AM WMware virtual disk file
8/20/2010 9:03 AM VMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 3:03 AM WMware virtual disk file
8/20/2010 9:03 AM WMuware virtual disk file
8/20/2010 3:03 AM WMware virtual disk file
8/20/2010 9:03 AM WMware virtual disk file

Date created: 7/9/2010 5:27 PM

1KB
2,085,408 KB
2,077,760 KB
2,070,400 KB
2,090,624 KB
2,074,816 KB
2,093,120 KB
2,070,912 KB
1,937,408 KB
1,875,456 KB
938,272 KB
347,584 KB
101,184KB
503,552KB
80,768 KB
483,120 KB
151,616 KB
134,016 KB
8,575 KB
320KB
320KB
320KB
J20KB
320KB
320KB
320KB
1,572,800 KB
2,090,496 KB

Double click the .vmx will start the virtual machine where the Simulator dwells.
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VMware®

(5l vmware:

The Simulator VM uses the Windows 7 operating system. At the start of the virtual machine, it could

notify that the PTV Vision CodeMeter dongle is available.

Removable Devices x|

The following devices can be connected to this virtual machine using the
status bar or choosing VM = Removable Devices:

| |WIBU-Systems USB Mass Storage Device

Each device can be connected either to the host or to ane virtual machine
at a time.

[ Do not show this hint again
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Click OK and accept the settings. It is advised not to check the “Do not show this hint again” option just

to ensure that the CodeMeter dongle is plugged each time the Simulator starts.

When the training session is over, closing the virtual machine is done through the VMWare control panel

at the top of the Windows Desktop.

r' Settings...

Recycle Bin Removable Devices

Enter Unity

a] Power
' Send Ctrl-+Alt+Del
Computer Reinstall YMware Tools...

P
- %10 1:27PM

Two options are available for the Training Simulator: “Suspend and Exit” and “Power off and Exit”. The
first option of “Suspend and Exit” provides a quicker recovery of the current virtual machine status by
suspending the virtual machine operations. The later will shut down the Windows 7 OS completely and

thus needs more time to reboot.
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Start of Staff Training Simulator
The Staff Training Simulator interface is web-based, and the virtual machine of the Simulator has been
configured to start the Simulator automatically once the default web browser Firefox is started. Simply

open the Firefox browser, the Simulator start page “PTV TrafficInsight” will be loaded automatically.

Pre-set Training Session in the Simulator
Training Session Design — what to expect

The pre-set training session is designed to be a freeway incident management scenario. The training

session assumes the typical PM peak traffic for the hour of 4-6pm. The incident information is as follows:

e Number of incidents: 1

e  Start time of the incident: 4:30pm
e Duration: 45 minutes

e Location: SB I-15 near SR 171

e Severity: major crash blocks 4 general purpose lanes
To handle this incident, the ramp meters and variable message signs will be used to manage the traffic

approaching this location.

Management Measures & Incident
VMS

e ‘\7\ ‘,_}‘ Utah Salt Lake City Freeway
||




The following ramp meters and VMS have been configured to be active for this incident.

Countermeasure Type

Name

Ramp meter 7 | 1-15 NB W 4500 S
Ramp meter 8 | 1-15 SB W 3300 S
Ramp meter 9| 1-15NB 13th S

Ramp meter 10 | I-15 NB US89

Ramp meter 11 | 1-15 SB US89

VMS 6 | 115 SB 400 North
VMS 7 | 115 SB 600 South
VMS 26 | 180 EB 3400 West
VMS 35 | 180 WB 1700 East
VMS 39 | 1215 W SB 500 North
VMS 51 | SR201 EB 3600 West
VMS 75 | 500 S WB Main St.

For ramp meter, the metering rates can be changed to directly affect the ramp links and the local streets.

For VMS signs, different levels of texts can be selected, and various levels of display texts will have

different impact on the traffic that passes the VMS location.

Demonstration of a Typical Training Session

Start the training session

After the Trafficlnsight webpage is open and all “TrafficViewer” control panel sections are ready, click

the “StartSimulation” will start the training session. The Salt Lake City freeway VISSIM model will open

and the simulation will start automatically. The Simulation period will indicate the progress of the

training session.
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FEile Edit View Higtory Bookmarks Jools Heip
- o hitp://localhost/trafficinsight/

_| PTV TrafficPlatform [<] PTV Trafficlnsight
PIV Trafficlnsight
PTV TrafficInsight

Use Cases «+ 1 \

N map Options

Traffic Viewer Utah A —

+ General Settings 3@ Bsse Layers

View data for: - = Open Sireet Map - Cycieliap

Open Street Map - Osmaren:
Refresh day lst: refresh &l © Open Street Map - Maprik
N = Wt Layers
~lar

T Cieo it

e of daye 7|Variavie Message Signs

ime of day: VlLevel of Service
Navigation:
Show Always Latest: Opaaty

o 100%
 Simulation Control {
200 —
s T i Pl
Simuiation Period: - | s EPSG:102113 2%
MOE Summary: Open Luar‘ 3 ;\::7678332D:.776771M
Zoom Level: 12

 Countermeasures Soala A6
1d:
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Name:

Location:
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1 ] % | RIS
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Variable Hessage Sign - . i { é AT el 5
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prdan
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Monitor the traffic operations

The detector data from the VISSIM simulation is constantly fed into the TrafficPlatform. While the
session progresses, the traffic states are constantly estimated at 5-minute increments, and the available
intervals for view can be accessed from the “Current Traffic State” navigation tools. Note that the traffic

states of the first 5-minute (16:00-16:05) will take about 9 minutes to be calculated and loaded correctly.
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Incident occurrence and traffic management countermeasures
The incident will occur at the designated place at 30 minutes into the session. The VISSIM simulation

models this event by blocking four lanes through the Speed Reduction Areas for the next 45 minutes.

The trainee is expected to identify the available countermeasures and try to mitigate the impact by

changing the control parameters.
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Navigation:
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Select the identified countermeasure by left clicking the object, and the corresponding information will

display at the Countermeasure section.

For the ramp meter, change the ramp flow ,
4 | Countermeasures

rate by moving the slider, and then hit “Save Id: Ramp R11

Changes”. The updated ramp metering rate Mame: Ramp
Location: CD Road
will be put to the VISSIM simulation model ek

for continuous feeding of the updated 981 veh/h

Rate (veh/h):
network condition. Note that the ramp meter

flow rate is in vehicles/hour/lane. |Save Changes |
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The display of the icons is distinguished as follows:

Meter Off

Ifeter Off + Howered

Ifeter Off + Zelected

Changed Rate

Changed Rate + Hovered

B @m0 oo

Changed Rate + Selected

For the variable message signs, select the
object, and the available levels of texts
will be displayed. The text is predefined in
the TP database, but can also be amended
through this interface. Choose one level,

and hit “Save changes”.

The traffic in the VISSIM model will be
rerouted through the pre-defined Partial
routing decisions. The updated traffic
patterns will be monitored in VISISM

through Data Collection, and fed back to

| Countermeasures

Id: Sign 7

115 SB 600 South
Location: I-15

Mame:

Variable Message Sign
Text to display:
@ Display Off

CRASH AT 5R 171

CRASH AT 5R 171
USE I-215 WEST

CRASH AT 5R 171
EXPECT 25 MIM DELAY
USE I-215 WEST

the traffic state estimator for monitoring and successive decision changes.
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The icon display of the variable message signs is distinguished as follows.

Mot Editable

Mot Editable + Hovered

Mot Editable + Selected

Editable + Display Of

Editable + Display Of + Hovered

Editable + Display Off + Selected

Editable + Text 1 Displayed

Editable + Text 1 Displayed + Hovered

0E| (O Gk @D (0| GH D M| D

Editable + Text 1 Displayed + Selected

Editable + Text 2 Displayed

Editable + Text 2 Displayed + Hovered

Editable + Text 2 Displayed + Selected

Editable + Text 3 Displayed

Editable + Text 3 Displayed + Hovered

Editable + Text 3 Displayed + Selected

End training session and review performance

Once the training session ends, the “StopSimulation” button will be grayed out; this means the VISSIM
simulation has completed and the training session is over. The “open” button next to the MOE summary
in the Simulation Control panel will be active. Click this button, a new web page will open and display

the network wide performance.
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Eile Edit View History Bookmarks Toels Help

- Ee http://localhost/trafficinsight/moereport/moe_summary.tet ¥7 - | |- Google P
| PTV TrafficPlatform [&] PTV Trafficinsight

PTV TrafficInsight % | [ http://localhost...moe_summary.txt X | | PTV TrafficPlatform - Usecase State ¢ |+ i

Network Performance

File: C:\vissimner\Subnet_Current TE.inp
Comment: SubNet_ Current TP Ver 2HR-5TA_20100426.ver
Date: Tuesday, September 21, 2010 3:24:47 BM
VISSIM: 5.20-08 [234%82]

Simulation time from 0.0 to 826.0.

Parameter ; Value;
Average delay time per vehicle [s], All Vehicle Iypes H 5.040;
Average number of stops per vehicles, All Vehicle Types : 0.113;
Average speed [mph], All Vehicle Types ; 56.721;
Average stopped delay per vehicle [s], 211 Vehicle Types ; 0.153;
Total delay time [h], A1l Vehicle Types B 17.440;
Total Distance Traveled [mi], All Vehicle Types : 54303.527;
Latent delay time [h], A1l Vehicle Types ; 4.906;
Latent demand, All Vehicle Types ; 176;

Number of Stops, All Vehicle Types : 1408;

Total travel time [h], Bll Vehicle Types ; 967.965;
Total stopped delay [h], A1l Vehicle Types ; 0.528;

Define detailed output for performance comparison
Since VISSIM simulation is providing the virtual reality traffic data to the Simulator, any possible output
definable in VISSIM can be used to generate the performance comparison. For example, the corridor

level travel time comparison. This must be defined in the underlying VISSIM model.

Troubleshooting

This troubleshooting assumes the host computer uses a Windows operating system.

1. System does not start.
A common error that happens with the Staff Training Simulator is from the CodeMeter dongle. If any of

these following happens, the system check should first go to the CodeMeter dongle.

1. When the “Start Simulation” button is clicked and the usual system initialization time passes but
the “Simulation period” indicator does not show any progress of the simulation run;

2. When the above steps are followed, but the “Stop Simulation” button is grayed out and “Start
Simulation” becomes solid again.
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The system check can include the following steps:

1. Check the status of CodeMeter dongle in the system tray. If it is inactive (“No CmStick
connected”), make sure the CodeMeter dongle is plugged and is not damaged. To check if it is
physically damaged, unplug it and plug it back in and check if the indicator light flashes. If it did
not flash at all, contact PTV for a replacement.

2. If the CodeMeter is plugged in but the CodeMeter status icon remains gray, unplug the dongle,
and exit the Simulator virtual machine and go to the host computer.

3. Open the Component services from the host computer, and locate the “VMWare USB Arbitration
Service”. Start or restart the service.

4. Go back to the virtual machine, and plug in the CodeMeter dongle. The CodeMeter status icon
the system tray should become active now.

5. Retry the system.
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2. TrafficPlatform does not start.
One likely reason that TrafficPlatform does not start is that the Java packaged modules have not been
successfully deployed yet. Copy C:\TrafficPlatform\WebWorks-1.19.ear to

C:\TrafficPlatform\server\standalone\deploy.

If the TrafficPlatform tool in the bookmark tool bar does not initiate the log-in page properly, copy

the following URL to the address bar and retry: http://localhost:8081/WebWorks.

3. Traffic State Level of Service (LOS) indicator bar not shown properly during training session

This is most likely caused by the communication between different components of the Simulator.
First try the “Refresh” function in the “General Settings” section in the Use Cases panel. If this does
not load the LOS indicator bars in the current map view, try the “Reload current page” function of

Firefox.

If neither of the two reloading functions work, try to close Firefox and reopen it. Because the VISSIM
simulation is still running and Salt Lake City TrafficPlatform system is started with the start of the
training session, no data is lost after the web-based Trafficlnsight interface is closed. When

Trafficlnsight reopens, it will load the data properly.

4. Traffic State Level of Service (LOS) indicator bar not changing from interval to interval during
the training session

The likely cause could be that the VISSIM model not properly configured, especially the traffic data
collection. Stop the training session, and then try to run the VISSIM simulation model from within
VISSIM. Also monitor the traffic measurements reported in the same folder. The measurement file
(.mes) should be updated every five minutes; if this file does not update, this will be the reason that
the traffic state not updating properly. Then configure the traffic data collection properly from within
VISSIM (Evaluation — Files...). Make sure the data collection and Network performance are both

checked before the Evaluations(File) dialog is closed:
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http://localhost:8081/WebWorks

Vehicles | Signal Control | Pedestrians

] Observer

[[] Export: Configuration

[ vehicle record: Configuration Filter
] Nedes: Configuration Filter

Data collection: Configuration

[¥] iNetwork performance: | [ Configuration ] ’

[T] PTwaiting time

[ Travel times: Configuration
[] Lane change:

| Queue length: Configuration
[T Link evaluation: Configuration
[C] Delay: Configuration
[T vehicle inputs

[C] Analyzer database: Configuration

[T] Special evaluations

[] Managed lanes: Configuration

Save these settings (View-Save Settings...) and override the existing vissim.ini. Close VISSIM and

restart the Training Simulator.

5. VISSIM simulation will not start after “Start Simulation” is pressed
The most likely cause of this problem is due to the configuration of Karaf, the component that
dynamically configures the training simulator interface (Trafficlnsight). Follow the steps below to

troubleshoot within the Training Simulator virtual machine:

1).Close all Simulator related application windows (Trafficlnsight, Tomcat monitoring window);

2). Go to Windows 7 services, locate the “Karaf” service;

3). First stop the service, and then restart the service.
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4). Go to “All programs” and locate the “TP Startup” from the “Startup” group. Start TrafficPlatform

services by clicking this item.

5). Wait until the Tomcat configurations stabilize. Restart the training simulator interface, and try

Start Simulation again.
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Appendix 1: Drivers’ Response to Traveler Information: Variable Message Sign (VMS) Impact
Literature Review

This work memo is to document the findings of reviewing the studies on users’ response to VMS
messages and conclusion on the setup of partial route in VISSIM for Utah Salt Lake City TrafficPlatform

project.

The Utah TP project is to build a traffic operations center staff training simulator, where the TOC staff
can practice their incident management skills by manipulating the relevant traffic management
countermeasures including VMS and ramp meters at their disposal. Recourse of the project was started at
the beginning of 2010 when the Chicago downtown incident management TPLab showcase at TRB had
seen successes and good potentials to include online user interaction components. The TPLab framework

is considered a good fit in this situation for its following features:

e VISSIM simulation serves as the virtual reality to provide necessary information for TP
calculations. This information can include detector volume, speed and occupancy data, (pre-
programmed) incident information (location, duration, severity).

o Users will only be facing a friendly web interface where they can monitor the traffic states
calculated and forecast by TP, and send the appropriate traffic management commands (e.g.,
ramp metering rate changes) to the backend VISSIM simulation.

This feedback process can provide the users valuable experiences with handling incidents in the real

world.

Building a plausible VISSIM model that also accommodates possible re-routing requests from the VMS
status changes by the user thus becomes the basic step for this exercise. These requests will be modeled
by COM-driven partial routes in VISSIM. While no well-accepted standards exist yet for quantifying the
drivers’ responses to different VMS displays, we must come up with reasonable estimates of the route
diversion compliance ratios under different VMS messages, because the Utah Salt Lake City (SLC)
freeway network features an extensive VMS deployment on both freeways and the arterials. For example,
the VISUM version file that was installed in the current TrafficPlatform system included 96 VMS signs in

the partial routes construction in the VISSIM model.
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Review of relevant work
Researchers have been trying hard to unveil the interaction mechanism between 1) driver characteristics
(age, education, familiarity with the network, etc), 2) the message content and presentation and 3) the

eventual compliance rates for VMS route diversion suggestions.

Table 1 summarizes the diversion rates indicated in different studies under various situations.

e It is also found that introducing travel time in the display message strongly increased the
diversion rates (giving more confidence to the drivers to divert).

e PM route diversion rates appear higher than AM rates through four European study sites
consistently. This applies to SLC, because the SLC model is also a PM 2hour peak.

e There are other studies that focused on the users reaction time to the VMS sign content, display
methods (e.g. flashing or not), dimension specs and so on, but not directly related to our study
here.

VMS Settings for SLC

The content of the VMS message, the location of the VMS and drivers’ characteristics all contribute to

the diversion rates. With the existing SLC model, the following assumptions can be made:

1. “Relevant” drivers will be those that are directly heading toward the incident location;
2. The relevant drivers will make decisions when they see the VMS messages.
3. Three levels of diversion rates are appropriate to set up the route diversion rates;
4. The VMS message contents will affect the levels of the diversion rates;
5. From the review we can assume the following three types/levels of VMS messages:
e Level I: Incident occurrence/location only;
o Level II: Incident location + detour route suggestion;
o Level IlI: Incident location + (real time) delay + detour route suggestion.

6. The following diversion rates for relevant traffic are proposed based on the literature review
against the SLC situation (interstate freeways, weekday PM peak)

e Level I: 5% - 10%
e Level II: 10% - 30%
o Level Ill: 40% - 80%

The above two items are the most important conclusions from this literature review.
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Table 1: Summary of Route diversion rates from literature

Diversion rate

Diversion Rate (relevant
Driver characteristics Event Message content (all traffic) traffic) Location & Time of study @ Study Approach
incident; long delay; incident
congestion; location; congestion;
relevant to the incident roadwork roadwork; 31% 53%  south Ampton, UK, 1998
relevant to the incident advised route 11% 40% : Toulouse, France; 1998 Survey (RP)
advised route 43% (13%, 2%) : Turin, Italy; prior to 1999 Survey (RP)
incident; long delay; incident
congestion; location; congestion; nine European cities; 1994-
roadwork roadwork; 8% 13% | 1998 Survey (RP)
work trip/other trip comparative travel time 2%/15% 2%/15% : Bristol, UK; 1999 Survey (RP)
incident incident 3% London, UK Survey (RP)
20% - Amsterdam; prior to 1998
11% five European cities; Survey (RP)
6%I/7% Southampton Survey (RP)
peak queue length
congestion (1km/2km/3km/4km) 7%/11%/17%/31% Paris Measurements
relevant drivers accident; advised route 27%-40% : West Midlands, UK, 1995 Measurements
congestion; advised route 5%-25% | West Midlands, UK, 1995 Measurements
congestion 2%-5% : West Midlands, UK, 1995 Measurements
unexpected
congestion qualitative delay 46%  Brishane, Australia; 2007 Survey (SP)
quantitative delay 42% © Brisbane, Australia; 2007 Survey (SP)
quantitative real-time delay
on best alt. route 58% : Brisbane, Australia; 2007 Survey (SP)
Brisbane, Australia;
predictive delay 56% : 2007 Survey (SP)
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Diversion rate

Diversion Rate (relevant
Driver characteristics Event Message content (all traffic) traffic) Location & Time of study : Study Approach

prescriptive best route Brisbane, Australia;

* 64% 2007 Survey (SP)
relevant drivers,
familiar with VMS and Occurrence of Borman Expy, IN,
routes accident only 27% 2005 Survey (SP)
relevant drivers,
familiar with VMS and Location of the Borman Expy, IN,
routes accident only 29% 2005 Survey (SP)
relevant drivers,
familiar with VMS and Borman Expy, IN,
routes Expected delay only 49% | 2005 Survey (SP)
relevant drivers,
familiar with VMS and The best detour Borman Expy, IN,
routes strategy only 48% . 2005 Survey (SP)
relevant drivers, Location of the
familiar with VMS and accident and the best Borman Expy, IN,
routes detour strategy 69% 2005 Survey (SP)
relevant drivers, Location of the
familiar with VMS and accident and the Borman Expy, IN,
routes expected delay 80% 2005 Survey (SP)
relevant drivers, Expected delay and
familiar with VMS and the best detour Borman Expy, IN,
routes strategy 82% 2005 Survey (SP)
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Diversion rate

Diversion Rate (relevant
Driver characteristics Event Message content (all traffic) traffic) Location & Time of study : Study Approach
Location of the
relevant drivers, accident, expected
familiar with VMS and delay and the best Borman Expy, IN,
routes detour strategy 93% 2005 Survey (SP)

* (i.e., consistent with the usual route).

103



REFERENCES:

1. Liu, Sirui and Pamela Murray-Tuite, 2008. Evaluation of Strategies to Increase Transportation
System Resilience to Congestion Caused by Incidents. Virginia Polytechnic Institute and State
University, Research Report, VPI-2006-03.

2. Peeta, S and J.L. Ramos, Jr. 2006. Driver response to variable message signs-based traffic
information. IEEE Proc. ITS. Vol 153, No. 1, 2-10.

3. Dia, Hussein and S. Panwai. 2007. Modeling drivers’ compliance and route choice behavior in

response to travel information. Nonlinear Dynamics, Vol 49:493-509.

4. Chatterjee, Kiron and M. McDonald. 2004. Effectiveness of Using Variable Message Signs to
Disseminate Dynamic Traffic Information: Evidence from Field Trails in European Cities.
Transport Reviews, Vol. 24, 559-585.

5. Nygardhs, Sara and Gabriel helmers. 2007. VMS-Variable Message Signs: A Literature Review.
Swedish National Road and Transport Research Institute, Report 570A. Linkdping, Sweden.

104



Appendix 2: Multi-resolution modeling Working paper

APPLYING A MULTI-RESOLUTION MODELING APPROACH FOR MASTER PLANNING
OF STATE ROUTE 285 CORRIDOR AT WENATCHEE VALLEY, WA

1. Introduction

Today’s transportation professionals have two prevalent classes of traffic analysis tools available to answer the
questions of either long- or medium-term planning or short-term operational problems, namely macroscopic travel
demand forecast models and microscopic simulation models. Represented by the most commonly applied
comprehensive four-step modeling approach, macroscopic travel demand forecast models translate regional land use
for the base year and future developments into corresponding travel patterns represented by path flows and link
flows during the modeled peak periods. As generally recognized [1], the static four-step modeling approach does not
work well to trace the temporal evolution of the transportation network flow patterns and their changes under
various traffic management and control treatments such as ITS options. On the other hand, microscopic traffic
simulation models trace the detailed trajectory of every individual driver-vehicle-unit or pedestrian through the
system. Consequently, they are most capable of capturing the interaction between travelers and the system under
various management and control measures. However, these models will require intensive data and resource input to
achieve the high model fidelity. Therefore, they usually focus on smaller study areas at the intersection or corridor
level.

The shortcomings of the above two classes of analysis tools can be overcome by adding an intermediate meso-
scopic layer of dynamic traffic assignment (DTA) to the macro-micro modeling process. Maintaining the same
simplistic network representation as in the macroscopic models, the mesoscopic models are capable of computing
the network flow patterns not only based on typical v/c ratios and resultant delays but also queues, dynamic
intermittent delays, and shockwave propagation within the network. Due to its capability of dynamic modeling of
the traffic flows and simplicity over detailed vehicle trajectory modeling as microscopic simulations, DTA tools can
benefit the transportation planners and engineers with great savings of investment in the detailed microscopic
modeling. It can serve as the screening tool for multiple improvement projects that may potentially eliminate the
choke points identified from the travel demand forecast model. Once the most promising projects are chosen out of
the above meso-scopic modeling process, they will be refined in microscopic simulation models for final technical
assessments.

In short, the three levels of models are tailored to best utilize their relative strengths while the modeling basis and
outputs from the top levels serve as the input and basis for the next levels:
e Level I: use regional 4-step static models for mapping land use pattern into origin-destination trips and
link/turn volumes by trip purposes at PM peak hour;
e Level Il: develop regional dynamic traffic assignment (DTA) models for screening and evaluation of
various projects and scenarios
e Level IlI: develop corridor network micro simulation models for selecting the most promising improvement
plan from a reduced number of candidates in Level II.

This paper summarizes the application of the above three-level modeling approach in corridor management planning
efforts, with the focus on development of the regional DTA model. The project was intended to provide Wenatchee
Valley Transportation Council (WVTC), the Metropolitan Planning Organization (MPQ) in central Washington
State, with a transportation improvement plan for the State Route 285 North Wenatchee Avenue Corridor, a fast-
growing area along the Columbia River in Wenatchee, Washington.

The remainder of the report is organized as follows. The second section briefly summrizes the update of the WVTC
travel demand forecast model with additional data support. As the study focus, the third section describes the
development of the regional DTA model in greater detail, including model period expansion, traffic flow dynamics
at both the link and turn level, model calibration and validation. The next section then introduces the steps of
building a working micro simulation model based on the DTA model results. The paper is concluded in the last
section with the findings and lessons learned from this project.
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2. Update PM Peak Four-Step Travel Demand Forecast Model

WVTC historically maintains a robust travel demand forecast model implemented in VISUM. The modeled
Wenatchee area includes the area within the city limits, areas within the Urban Growth Area, and a surrounding
buffer area. The WVTC model included all of the roadways classified as collector or greater within the model area.
The final version of the model included 222 traffic analysis zones (TAZs) with 703 ingress/egress loading points and
11 land use categories.

The demand model for WVTC is a four-stage model for the PM peak hour (5pm-6pm), and it includes all four stages
from trip generation, trip distribution, mode choice to traffic assignment. Also following the common trip purpose
categorization, the private trips are divided into five personal cateogories (home-work, work-home, home-other,
other-home and non-home based) and commercial trips. All 18 transit lines have also been entered in the model,
with the mode split being calculated from a Logit model and the bus ridership verified against the past survey data.

Additional network detail was added to the model in the corridor area to facilitate the future data exchange with the
microscopic model. This included adding minor roads previously not in the macroscopic model and driveways, both
of which might affect flow in the study corridor. This detail is shown in Exhibit 1 with the additional connectors. To
assure proper loading of these more minor network facilities, Multi-Point Assignment (MPA) was used. Detailed
intersection geometry that was coded at this stage is discussed in more detail in section 3.3.
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The updated base year (2008) model was verified against the expanded traffic count date set that was provided to the
study team by WVTC. This dataset includes the existing model validation link counts, intersection turn counts
newly supplied by the City of Wenatchee and Washington State DOT permanent traffic recorder (PTR) station
counts. These data were synthesized to ensure the data consistency within the model. The model verification process
is a series of post-simulation run analyses that are designed to analyze the accuracy and degree of confidence
presented in the calibrated results. Included in these analyses are tests of the screen-lines and comparisons of the
traffic count data vs. modeled link volumes. Exhibit 2 shows the overall fit of the updated model.
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Exhibit 2 Wenatchee Automobile Model Calibration and Validation Statistics

There are no national standards for R or RMSE. However, there are guidelines that have been established by
Caltrans for data used in air quality analysis. The guidelines recommend an R? of 0.88, a maximum RMSE of 35%,
and a minimum %In of 75% for links classified as Arterials and above.

In case of the WVTC model, the R? was 0.89, RMSE was 35%, % In was 83 and Slope was 0.95. All these values
meet or exceed the suggested calibration standards.

3. Development of Dynamic Traffic Assignment (DTA) Model

In the proposed tri-level study approach, building an intermediate level of a regional DTA model will assist the
corridor master planning in two aspects:

e Serve as the screening tool to evaluate various alternatives and scenarios in a cost-efficient way;

e  Prepare the time-dependent traffic demand input for the VISSIM microscopic simulation.

Developing a regional DTA model at the MPO level is generally considered advanced modeling practice for a
number of reasons. The DTA model does not only account for the travel patterns spatially as static traffic
assignment does, but tracks the temporal evolution of the traffic patterns and thus captures the traffic peaking
through the network. Consequently, adding the time dimension significantly increases the modeling complexity and
thus requires more data support especially the time-varying system characteristics such as time profile for traffic
volumes and control plans. This section describes the major steps and procedures to build the dynamic traffic
assignment model using the dynamic user equilibrium (DUE) module in VISUM.
3.1 DTA model period expansion and demand time series

As the traffic peaking is expected to span more than just the peak hour in the Wenatchee area in the future, the first
step is to expand the modeling period from the static model to a multi-hour period, 4-6 PM in this case.

The time profile of the travel demand for the Wenatchee Dynamic Assignment Model, or demand time series, were
developed using a combination of traffic counts for two hours (4 pm-6 pm) and NCHRP 365 guidelines. The time
series was developed for a two hour period in slices of 15 minutes each, i.e. the trend of demand was broken down
into 15 minute time slices. Different time series were developed and applied to the three demand segments of Home
based work (HBW), Home based other (HBO) and Non Home based (NHB).

In the first step, aggregate two hour matrices were developed by factoring the single peak hour matrices in the static
four-step model (5-6pm) for each demand segment. The factors for the matrices were arrived at using the NCHRP
365 [2] (TABLE 41-pg 83) guidelines for proportionality of vehicle trips by hour by trip purpose for Urban size
50,000 to 199,999 (population). The number of trips for the peak hour (5pm-6pm) was assumed to be the base
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number of trips as a result the factor for these trip matrices was 1. The factor for the hour of 4pm-5pm was
determined by trip purpose using unitary method as follows:

Factor. — PercentTripSg, criour _
X PercentTri pSShouIderHur(x)

where:

Factor, = Factor for Trip Purpose x

PercentTripsBaseHour(x)= Percent Trips for base hour for Trip Purpose x as per NCHRP
PercentTripsShoulderHour(x)= Percent Trips for shoulder hour for Trip Purpose x as per NCHRP

After calculation of growth factors for each demand segment, these are applied to the base trip matrices for each
demand segment. As a result, the three hour trip matrix was calculated as:

n
ODMatriXpgeq x) = BaseODMatriXpgeq ) * Z Factor geq xjrimeperiodci)
i=1

The Table below shows the factors calculated and used in order to expand the base trip matrices for the HBW, HBO
and NHB trip purposes.

Exhibit 3 PM Peak Time Profile for Various Trip Purposes from NCHRP 365

Trip Purpose | Time Slice Percent Trips Factor
HBW 4:00-5:00 10.31 0.967
5:00-6:00 10.66 1
HBO 4:00-5:00 7.25 0.99
5:00-6:00 7.32 1
NHB 4:00-5:00 9.28 1.084
5:00-6:00 8.56 1

In order to arrive at the weights for the demand time series, 15 minute interval field counts were used for the first
two hours and the trend was extrapolated to the last hour by means of a moving average of the difference between
the previous two time slices. The general trend across three hours of traffic data for 15 minute time slices was then
evaluated as a percentage of the total across three hours. After obtaining this general trend, it was further factored by
the NCHRP 365 percent factors in order to capture the variation in demand across different demand segments or trip
purposes. The resulting trend is shown in the chart below.

Demand Variation for the Wenatchee Model

BHBW
BHBO
BNHB

Percent of Total Trips
[o=]

16:00 16:15 16:30 16:45 17:00 17:15 17:30 17:45
Time Slice

Exhibit 4 4-6 PM time series by demand segments

3.2 General DTA modeling process and the dynamic user equilibrium (DUE) module in VISUM

The dynamic user equilibrium (DUE) modeling process maps the (time-dependent) O-D matrices onto the network
to obtain the time-varying characteristics of the links (arcs flows and arc performances) based on the assumptions of
the day-to-day path choice and departure choice behavior of the travelers. To mimic the day to day choice behavior,
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therefore, solving the DUE problem is generally an iterative process whereby at each iteration the algorithm
compares the experienced travel cost with the equilibrium condition and balances the path flows. Eventually the
model converges to the equilibrium state that no traveler can have less experienced travel time by unilaterally
changing her paths. Exhibit 5 illustrates the modeling framework of the DUE module in VISUM.
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Exhibit 5 Dynamic User Equilibrium (DUE) Problem Model Flow [2]

At each iteration, the dynamic network flow pattern and the resulting link/arc characteristics are obtained by the
dynamic network loading process, as depicted in the following exhibit.
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Exhibit 6 Flow Chart of the Sub-problem: Dynamic Network Loading (DNL) [2]

Dynamic traffic assignment modeling has seen over three decades of research and development now since the
seminal work by Merchant and Nemhauser [4,5], and a vast array of literature is available for references [6]. As this
study is focusing on the development of a DTA application model, the readers are referred to a recent TRB
publication [7] for a more detailed but introductory description of the underlying theories and arguments.

It can be seen from the above two exhibits that lying as the fundamental building block of the DUE problem and its
DNL sub-problem is the arc or link performance model, that is how the traffic flow queues and dissipates at the
links and junctions and how that translates into the travel impedances for the drivers. Therefore, we in this paper
focus on the detailed modeling of traffic flow dynamics at the junctions and the links.

3.3 Junction details and turn capacities
While simply represented by nodes in static models, the urban intersections and junctions are usually modeled in
greater detail in the DTA models. This is due to the fact that vehicle queuing formation occurs mostly from the
conflicting traffic flows competing for the right-of-way at the urban intersections and freeway junctions. The
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intersection details are critical to accurately model the traffic flow dynamics in the DTA model. These details
include both the geometries and control data.

The study team used information from a variety of sources to code the proper geometries and signal timing. The
geometry was obtained from observing and measuring geometric features from the aerial photographs. The signal
timing information came from either previous modeling efforts, WSDOT signal timing plans, or signal timing plans
provided by WVTC and the City of Wenatchee. These data are critical to ensure the proper representation of the
intersection details and the accuracy of the model.

A new module called Junction Editor from VISUM 11.0 allows the users to enter the detailed intersection or
junction data including both geometric layouts, right-of-way allocations and control timing plans. These data serve
multiple purposes in this study. In addition to archiving the intersection and control inventory for WVTC, the
intersection capacity analysis procedures provided in VISUM is able to calculate the travel impedances for each
movement at any intersection under different controls such as signal control, two-way stop signs, all-way stop signs
or a roundabout using the analysis methodology established in the Highway Capacity Manual (HCM). The resulting
(time-varying) capacities for these turn movements and corresponding lane groups are used as the input for the
dynamic traffic assignment process.

Moreover, the coded intersection detail also greatly facilitates the tril-level modeling process, because this detail is
completely transferrable into VISSIM micro simulation through an Abstract Network Model (ANM) layer that is
acceptable to both macro (VISUM) and micro (VISSIM) models. This has greatly saved on the usually tedious and
labor intensive network coding efforts when building the VISSIM model from scratch. The following Exhibit
indicates the coded signal phases and timing plan for an intersection in downtown Wenatchee with its immediate
VISSIM preview.
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Exhibit 7 Example Intersection VISSIM Preview from Junction Editor: Wenatchee Ave and Maiden Ln

3.4 Modeling link flow dynamics for the WVTC DUE Model in VISUM
The VISUM DUE model provides the utilities to fine-tune the model parameters for better representation of traffic
flow propagation in the network. The following link attributes define the basic building block for the DUE model,
namely the fundamental diagram at the link level:

e Average space required per car unit per lane: this attribute applies when the DUE option of “block-
back™ is to be used in the assignment process, i.e., vehicles occupy actual spaces and when the maximum
link density is reached, no more traffic can enter at that time step. In the WVTC study, this parameter
ranges from the default 23 ft to 25 ft depending on the specific locations.

e VvWave: this parameter specifies how fast the congestion can spill back upstream. It is suggested when no
support data are available, 0.3 times of the free flow speed can be used. This parameter is also subject to
calibration.

110



e Fundamental diagram type: the type of speed-flow or density-speed relations that affect the traffic queue
propagations and traffic state transitions. A well calibrated fundamental diagram will be able to let the
model estimate the vehicle queue spillback more accurately.

In this study, the subcritical linear fundamental diagram (FD) is chosen as this simplified FD has proved its
effectiveness in other studies and models including the VISTA model. The shape and parameters can be seen from
the following exhibit.
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Exhibit 8 Subcritical Linear Fundamental Diagram [2] Applied in WVTC DUE Model

3.5 WVTC DUE model calibration and statistics
As new and advanced as dynamic traffic assignment modeling application is, there is no nationwide accepted
standard for model calibration, i.e., when the model performance meets the criteria, the model is considered able to
represent the existing transportation system well enough for future scenario evaluations. Nonetheless, Federal
Highway Administration (FHWA) published “Traffic Analysis Toolbox Volumes”, a series of reports that guide the
development and application of traffic analysis tools. Volume 111 provides the guidelines for applying microscopic
traffic simulation software [7].

Consider the dynamic nature of the DTA model and the data availability, we use both sets of calibration guidelines
to ensure the quality of the WVTC DTA model: the guidelines for static model validation statistics at the aggregate
level, and the micro-simulation model calibration targets at the disaggregate level. Specifically, the 15-minute turn
counts collected at major intersections and the travel time were used to verify the WVTC DTA model.

The 15-minute turn counts collected at the major intersections serve as the calibration and validation targets in the
DUE assignment. To facilitate the calibration process, the same set of calibration performance indicators used in the
assignment analysis (Exhibit 1) is developed using an EXCEL spreadsheet for the statistics such as RMSE, R* and
individual links and turns. These tools greatly help the validation process. Except for the warm-up period of 16:00-
16:15, all the remaining 15-minute increments have exceeded the recommended values by the guideline. Exhibit 9
shows the model statistics for the four increments in the hour of 4:30-5:30pm hour.

For individual turn counts, the GEH statistic is used to compare the fitness of the model output turn volumes against
the observed counts. The percentage of the GEH less than 5 is calculated for all intervals and shown in Exhibit 10.
Note that except for the warm-up period (16:00-16:15), all remaining 15-minute increments have exceeded the 85%
standard, as recommended in [7] ( Table 4, “Wisconsin DOT freeway model caibration criteria”).
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Exhibit 9 DUE Validation Spreadsheet: 15-min Increment aggregate Statistics:
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Exhibit 10 Dynamic User Equilibrium (DUE) Validation: the Percentage of Turn Locations where 15-min
Individual Turn GEH <5

16:30-16:45, 16:45-17:00, 17:00-

The other set of validation data comes from the GPS equipped probe car travel time measurements as introduced in
Section 2. The study team identified four critical segments within the SR-285 corridor that have enough GPS data
coverage and can serve as travel time validation targets:

e Wenatchee/Miller to n/o Wenatchee River Bridge
e SB Wenatchee Bridge to Wenatchee Ave and Miller St.
e SB Wenatchee Bridge to Wenatchee Ave and 5th St
e SB Wenatchee Bridge to Chelan Ave and 5th St

The GPS travel time data were analyzed to provide the calibration target for all five segments. The first four
segments have enough sample data to support statistically significant analyses, therefore, these four segments were
selected to compare the DUE model output with the GPS travel time data. As recommended in [8], the 15% travel
time threshold was established for the DUE model calibration. The following exhibits illustrate the DUE model
output travel time for these four segments.
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Exhibit 11 DUE Model Validation: Travel Time for SB Wenatchee Bridge to Wenatchee/Miller

The time-varying traffic count data calibration and the travel time validation indicate that the WVTC DUE model
has been well calibrated, and thus is ready to be deployed for screening various projects and building the VISSIM

simulation model. We skip the screening process and only describe how the VISSIM model is developed based on
the WVTC DUE model in the next section.

4. Corridor Sub-network Generation and VISSIM Baseline Model Construction

The sub-network generator in VISUM allows users to cut the sub-area of interest for detailed analysis without loss
of the reference to the original region model. This includes the (time-varying) boundary path flows and the path
flows within the sub-network, the network representation and the junction and link details coded from previous
steps. The SR-285 North Wenatchee Avenue Corridor sub-network was generated using this module.

The North Wenatchee Avenue Corridor VISUM sub-network was then exported into the ANM format, which was

then imported directly into VISSIM to set up the initial simulation network. This way the transportation system
information is carried over to the simulation model. This includes:

e Network hierarchy (freeway or urban streets) geometries and corresponding speed limits;
e Travel demand and vehicle routing;

e Traffic controls (signal groups, timing plans, right-of-way allocation at Stop or yield signs).
This process greatly facilitates building the microsimulation model since most modeling components were built

automatically through ANM import. The following exhibit shows the SR 285 corridor network in VISUM after the
subnetwork generation and in VISSIM after ANM export/import.
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Exhibit 12 SR-285 Corridor in VISUM and VISSIM: ANM Export and Import

Once the basic network is constructed in VISSIM, the successive steps to build a reliable calibrated micro
simulation model include network cleaning, error checking, model calibration and model applications. These steps
will not be detailed in this paper.

5. Concluding Remarks

Nowadays it is generally agreed that building a multi-resolution model can provide a holistic and more accurate
picture of the transportation system in concern while increasing the modeling productivity. This study has also
showcased this approach by integrating the four-step travel demand forecast model with the microscopic simulation
model for the master planning of North Wenatchee Avenue Corridor in Wenatchee, WA.

By adding a dynamic traffic assignment layer, the integrated model is able to characterize the network flow pattern
both spatially and temporally. This layer does not only serve as a screening tool to evaluate the improvement
projects identified in the static travel demand model to eliminate the choke points, it also provides all the modeling
components to build the micro simulation model for techinical assessments. In particular, the time-varying traffic
demand and vehicle routing info can be the direct traffic demand input for the micro simulation model.

Another highlight in this study is the enhancement of the macro model with increased intersection details. Many fold
benefits were harvested from having traffic engineering level of details within the travel demand forecast model
environment. Firstly, all transportation system information could be kept in the same central data hub of the macro
level model to avoid possible errors and loss of information commonly introduced when multiple tools were used.
Secondly, the traffic engineering analysis based on Highway Capacity Manual methodology can be conveniently
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performed to test various land use scenarios and capacity expansion projects, and the turn capacities from this HCM
analysis are also used in the successive dynamic traffic assignment model. Lastly, the detailed intersection
geometries and traffic control plan are transferrable to build the baseline micro simulation model with minimum
network coding efforts.

In the overall WVTC modeling process, the study team has taken advantage of all available data and performed
data-mining from DOT, regional, and city resources to build the multi-resolution model. We conclude from our
coordinated modeling experiences that combining macro and micro models with an intermediate dynamic
assignment modeling step yields great benefits in dealing with both engineering and planning needs.
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TRAFFICPLATFORM START AND CUSTOMIZATION MANUAL

TrafficPlatform (TP) start

The TP is located in a virtual machine (VM) that dwells in a host computer. Steps to start the TP are:
- From your desktop computer, go to Remote Desktop Connections and connect to:

155.98.8.113; use your UTL credentials to log on

- Go to folder C:\UTL Staff Training Simulator and locate file “TPShowcase.vmx”

- Drag the file to VMWare Workstation to open with; the shortcut is located on the desktop

- Click “Power on this virtual machine” (green triangle)

- During the VM startup, you should see two messages; the first one tells you that the VM
will take over the WIBU-Systems CodeMeter Stick from the host computer, and the
second one tells you that the WIBU stick can be connected to the VM; click “OK” for
both messages; do not check “Do not show this message again”, we want this test to be
performed every time when the VM is started

- Wait for the Java shell to load the Tomcat server (35-50 seconds); do not close the shell,
just minimize it; the TP will not work without it; if you accidentally close it, go to
“Start/All Programs/Startup” and click on “TP Startup”; it will reload the Tomcat server

- Open Mozilla Firefox; it will automatically load PTV Trafficlnsight

- If your test scenario is ready (VISSIM model and all corresponding files), and the SQL
database is updated (see below), you can start the simulation; VISSIM will upload
automatically and the session will begin

NOTE

If nothing happens after the “Start simulation” button is pressed, and VISSIM does not load, check the
WIBU CodeMeter Stick. The icon for the stick is located in the VM taskbar, in the lower right corner. If
this icon is grey, then the stick is not connected to the VM. Right click on the icon and click “Connect
(Disconnect from host)”. The icon should become active and turn green (see below). Reload Firefox and
start the simulation again.

CodeMeter Stick icon
Status: Active

Exiting TP NOTE
Don’t turn off or log off the host computer
- Inthe VM, close all running programs before shutting down the VM
- Shut down the VM (Start/Shut down)
- Close VMWare Workstation

- Log off the host computer
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Updating the SQL developer database

The SQL developer database has to be updated every day when TP is used; otherwise TP won’t load the
simulation data correctly. Steps:

- Under Virtual machine (TrainingSimulator), open folder:
Local disk (C:)/ sgldeveloper-2.1.1.64.45/sqldeveloper

- Start “sqldeveloper.exe”

- Hit “Run” if prompted

- When the SQL developer starts, on the left side of the screen, under Connections, click
the “+” sign for “TP Showcase DB”

- When prompted, enter password: tp

- Click “+” for Tables (Filtered)

- Click “+” for DAY2DAYCATEGORY (or double-click)

- On the right panel, click the tab “Data”

- Click “Sort...”, select “CALENDARDAY?, select “Descending”

- Click the first column (the last date entered), right click the selection and select
“Duplicate Row”

- Rename the new entry by putting today’s date

- Click “Commit changes” (small cylinder icon with a green check mark just above the
columns)

- Click “+” or double-click DAY2DAYTYPE, and repeat the same procedure as for
DAY2DAYCATEGORY

- Click “Save all” and close the SQL developer; the database is now updated and TP can be
started

118



ADDING VMS SIGNS

VMS on |-80 WB at Parley’s Canyon

VMS #: 80

Name: “I-80 WB Parleys Canyon”

Long/Lat from EPSG 900913: -12444048.74 4970198.07
VISUM link: 1024010238; VISUM From Node: 10240

VMS on 1-80 WB at 300 E

VMS #: 81

Name: “I-80 WB 300 E”

Long/Lat from EPSG 900913: -12454537.97 4970888.39
VISUM link: 1067610220; VISUM From Node: 10676

119



How to add a VMS sign

Open following programs:

- Trafficlnsight (in VM Mozilla Firefox)
- VISUM network from VM C:/utah/network/slc.ver
- pgAdmin Il in VM/Start

Make notes for the new VMS:

- VMS number
- VMS name
- Long/Lat data from Trafficlnsight: in Trafficlnsight position the mouse cursor at the

location of the future VMS sign, expand the panel on the right (Map Options), and in the
Map Info section select EPSG:900913 (figure below)

@ PTV TrafficInsight - Mozilla Firefox

=
File Edit View History Bookmarks Tools Help
v c ﬁ _| http://localhost/trafficinsight/ - -.lv Google P
.| PTV TrafficPlatform @ PTV TrafficInsight
|| PTV TrafficInsight
PTV TrafficIns rght j Login l‘_/b Opt\nnsl =) Info l @ Abnut]
Use Cases f| k= N Map Options »
Traffic Viewer Utah H%:‘!' A
e Layers
~ | General Settings B piwns Island) = (4 Base Layers
View data for: 03/24/2011 o () Open Street Map - CycleMap)
() Open Street Map - Osmarent
Refresh day list: | refresh |

(@ Open Street Map - Mapnik
= |l Traffic Layers
[C]Ramp Meters

l'.—]ll

+ | Current Traffic State

Ti fd [TIwariable Message Signs
. ) =
Ime of day: 16:05 West Valley City I [FLevel of Service
Navigation: | IS IPTIN [ —— Tmlﬂmm"DL L m
Always show latest: [ \ L_ : Opadity
oo 0% 17 100%
Aol s n
« | Simulation Control : (G eleln el
a Sandy.
Run: | Start Simulation | e LM P Map Info
- South -
Simulation Period: - lordan WGSs4|
MOE Summary: Open i e L e Wess4
Hertiman EPSG:4326
Blufdak: EPSG:4269
4 | Countermeasures
 EP5G:3785
Id: P ata!
Name: EPSG:000913
Highiand
Location: EP5G:102113
Ramp Metering _ i, e s
+ |k TR "\ Plessant:
Variable Message Sign A }—qur“'_[
Data €C-By-SA by OpénStrectMapms 10 m
Roncy
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The example here is for a VMS on 1-80 WB at 300 E:

File Edit View History Bookmarks Tools Help

f‘gg < C 0y | nttpflocalhosttrafficinsight/ 77 - | [*B+ Google 2]
|| PTV TrafficPlatfarm [&] PTV Trafficlnsight
| | PV Trafficlnsight [~
PTV TrafficInsight =) Lnginl@@’ Optnnsl ® hfnl@ Abnutl
Use Cases x @& 4p Bay | N Map options
Traffic Viewer Utah A —
—[a] G | Settings T = | (=14 Base Layers
| urton Avenue
View data for: | 0372472011 [~ () Open Street Map - CycleMap
) () Open Street Map - Osmareng
Refresh day list: | refreshl @ Open Street Map - Mapnik
(=) |l Traffic Layers
— (] Current Traffic Stat: || Cursor position By Ramp Meters
. n ‘ h — []ariable Message Signs
Time of day: | 16:05 |v| [CLevel of Service
Navigation: [ T IR ——
Always show latest: [nccid Opacity
LISE 2
J :_'T‘ D%:@ 100%
|~ Simulation Control |
[ East Robert Avenue
Run: Start Simulation | = =
Simufation Period: - . f’[EPSG:QUUQB |v |\
. Lon: -12454537.97014
MOE Sumrmary: Cpen Lon/Lat data i‘ Lat: 4070888.30277 >
J ] ~ oom Levek 17
e East Oakland Avenue 1:3386
Id:
Name:
Location: | '
— Ramp Metering | ‘
- Variable Message Si |*-' }%l_‘
ara an Data CC-By-SA lz,g jpenStrestiap 500 ft
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In VISUM, open version slc.ver and find the link in question:

!; VISUM 11.02-02 - N = | x|

B3 File Edit View Lists Filters Calculste Graphics Network Demand Extras Scripts Windows Help =
d2HW|9- O |t . - £ & [ [ | F || B [Network N=l=i
# Netwark Objects = Current analysis time interval -

T (¥ =~ Pl
[ Types | Broweer| s ., [4 14 ][0 bl b 3]
+ (508 From node N\ _10576 Link number and
d .
Torods 10220 TR B From node number

e
«
| 2
I »

Basis | Pri-Sys | PuT-Sys | Congestion [ DUE [1cA [ user [14]*

Zones Direct distance0.625mi w0 PrT &7mph
Connectors Length Lanes 3

Fdh
E
Ov
L
i wain Nodes Addvale 1 12431 Capadty PrT’ 6336
<) ¥ Main Tums Addvalue2 O HGV Share [%] o
& 7 Wain Zones addvalues 0

W Temitories
G Planiio 0
& ¥ 0D Pairs . a

L ar
# W MWainODPairs |~ Iabel L
Ly W PiTPaths
Name 1-80
% ¥ POIs
i V GISObjeds
B W Screenlines
& ¥ CountLocations Eppasii
J= ¥ Deteclors .
VMS location |

P2 W Stop Points -______________,
[FE] 7 StopAreas = v
@ W Stops

W System Routes

v

<« 300E 1-80
* Qukvew = Legend

& (B @ Links

Count 1 O BT
No 1067610220
FromHodelie 10676 <= 20mph
ToNodetlo 10220
TypeNo 1 <= 35mph
TSysSet BC <= 55mph
Length 0.475
CapPrT 6336 <= 65mph
voRrT i
VolVehPIT(AR) <= 70mph
VolPersPuT(AP) > 70mph

] = b
No. 1067610220(10676->10220) Name 1-80" 19186 -12440441.7014 4965335.0945

We defined this VMS to be number 81, and its name is “I-80 WB 300 E”. We have all the information we
need to add this VMS into the TP database.

In VM, open pgAdming I11 (Start/pgAdmin I11). Then on the left panel select:
PostgreSQL 8.4 => Databases (3) => traffic_insight => Schemas (1) => public => Tables (7)

Then right click on source_link => Scripts => SELECT script (as shown in the figure below)
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1 poAdmin T
File Edit Plugins View Tools Help

P ﬁ 7 % — —
i 7] = Refresh $ A i
i =4 = @ ’ =]
. Count
Object browser tistics I Dependencies I Dependents
E Servers (1) Disable triggers
5[] PostaresqL 8.4 (ocalhost: 5432) Enable triggers e
||| Databases (3) source_link
-] postgres New Object » 25786
[_‘ templabeJ.:ostgis Delete/Drop postgres
E---[__] traffic_insight pa_default
g Catalogs (2) Drop Cascaded
=E ; Schemas (1) Truncate y cid
& public ) Truncate Cascaded mated) 14528
Domains (0)
g TS C.un.ﬁgur Scripts 3 CREATE script inted
Simulatior [l FT5 Dictionas = :
i) FT5 Parsers View Data 3 SELECT script
-3 FTS Template Reports » INSERT script
% Functions (5§ Maintenance... UPDATE script
% Sequences (
B"Iﬁ Tables (7) Backup... DELETE script
[ geometr Restore...
[ matviews
[ peint Properties...
|
[ spatial_ref sys O = T
[ t_trafficstate_link
[ viink_prt SQL pane
Trigger Functions (3) —— Table: source link -
(-l Views (2) - —
188 Replication (0) -- DROP TABLE scurce_link: e
(-, Tablespaces (2)
-, Jobs (0) CREATE TABLE source_link |4
Group Roles () {
[#-44 Login Roles (1) c_id character varying(3f) WOT WULL,
netid integer NOT NULL,
fromnode integer NOT NULL,
tonode integer NOT NULL,
vlink integer NOT NULL,
tayscode character wvarying(3€),
lenath _intesar NOT WITTT. i
< [ r
Retrieving Table details... Done. 0.24 secs

= N - % T 1230eM

You will see the SQL editor that looks like this:

[ Query - traffic_insight on postgres@localhost:5432 *
File Edit Query Favourites Macros View Help

OB H| o g o | &3 ﬂ| p| PREbg i m | 2 |E’traF’ﬁc_insightonpostgres@lomlho:
SQL Editor | Graphical Query Builder |

SELECT c_id, netid, fromnode, tonode, vlink, tsyscode, length, typecode,
the_geom, roadname
FROM source_link;

Here you need to input VISUM link number and VISUM From node number as follows and click on the
green triangle (Execute query):
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| Query - traffic_insight on postgres@localhost:5432 *
File Edit Query Favourites Macros View Help

DR dBRC|an| L bR

SQL Editor | Graphical Query Builder

[E=N 2N

| [haf‘ﬁc_insight on postgres@locahost: 5432 -

Scratch pad

the_geom, roadname

4 ]

FROM scurce_link where wlink = 1067610220 and fromncde = 1

SELECT c_id, netid, fromncde, tonode, vlink, tsyscode, length, typecode,

Qutput pane

Data Qutput | Explain | Messages | History
<_id netid fromnode tonode vlink 3 length typecode the_geom roadname
character vai integer integer integer integer character vai integer integer geometry  character vai
1 10676 1067510 1 10675 10220 1067510220 BC 754 1 0102000020E611-80
(o Unix  Ln 3 Col 65 Ch 165 1row. 66 ms

In the lower panel the SQL editor will provide the output data. Keep note of the c¢_id character from the
Data Output table, which is essentially in format:

VISUM-From-node_VISUM-link-number_1

You can close this editor without saving (the query has been executed) and move on to the next step,

which is to insert the VMS record in table “point”.

Right click on “point”, then Scripts => INSERT script (as shown in the figure below)
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.14 Replication (1)
-7 Tablespaces (2)

Jobs (0)

Group Roles (0)

[#-¢=, Login Roles (1)

- Views (2)

—- DROP TRBLE point;

CREATE TRZBLE point

{
c_id character wvarying({S0) NOT NULL,
"name” character varying(200) NOT NULL,
fk_source character varying(36) NOT NULL,
the_geom geometry,
"type"™ integer NOT NULL DEFRULT 0,
editable boolean NOT NULL DEFAULT false,

rfAT New intansr
4 1 ]

ﬁ} ¥ pgadmin felie ==
| File Edit Plugins View Tp=t-—tt=
= ﬁ] Refresh _
il ) = - i
I - N
Object browser DESEIRE e S ‘Stah'sh'cs I Dependencies I Dependents
Q Servers (1) Enable triggers val
=[] PostgreSQL 8.4 (ocalhost: e
£-|=] Databases (3) Mew Object (- paint
_J postares Delete/Drop 83220
8 template_postgis Er postgres
| traffic_insight Drop Cascaded space pa_default
g Catalogs (2) Truncate
ER Schemas ) Truncate Cascaded ry key cid
=€ public d 34
iy Domair Scripts 3 CREATE script
ot e View Data » SELECT script 5
Simulatiot o
Reports 3 INSERT script
Maintenance... UPDATE script o
Backup... DELETE script o
Restore... "
Properties...
[ source_link
[ spatial_ref sys O = L
[ t_trafficstate_link
[E viink_prt S0L pane X
% Trigger Functions {3) —— Table: point ~

m

Retrieving Table details. .. Done.

0.09 secs

The SQL editor will look

like this:

File Edit

Query Favourites

DR R oL bhE |3

Macros

SCL Editor | Graphical Query Builder |

i Query - traffic_insight on postgres@localhost5432 *
View Help

L

[trafﬁc_insight on postgres@localhost: 5

INSERT INIC point(
c_id,

"lewel™,

VALUES (7, #, 7,

EFIE TR

Here we don’t need “the_geom”,

"name™, £k source, the geom,
Text3)

textl, textZ,
7, 07, 7, 7,
) H

9% ¢

"type", editable, cap new,

need is: c_id, "name", fk_source, "type", editable

¥

cap_new”, “level”, “textl, text2, text3”, so we can delete those. All we

Within the VALUES we input VMS number, VMS name, ¢_id character, type (all VMS signs are type
26), and editable/not editable as follows:

VALUES (81", '1-80 WB 300 E', '10676_1067610220_1', 26, FALSE);
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&2 Query - traffic_insight on postgres@localhost:5432 *

File Edt Query Favourites Macros View Help
DA @R | aon PO bRk |
SQU Editor | Graphical Query Buider |

INSERT INTO point(
¢_id, "name", fk_source, "type”, editable)

iuafﬁc_’nsd\ton postgres @localhost: S

VALUES (°31, '1-80 WB 300

m

10676_1087610220_1', 28, FALSE) ?

Later on the VMS can be set as editable as needed. Then we press the green triangle (Execute query) and
close the SQL editor. If there were no errors, we can see the following message in the lower panel:

“Query returned successfully: 1 row affected, XYZ ms execution time.”
The last step is to update the geometry data for the new VMS as follows:

Right click on “point”, then Scripts => UPDATE script (as shown in the figure below)

B poAdminm f=fe==.
L= File Edit Plugins View Tp=t-—"t=t
5 ﬁ] Refresh —
ﬁ L—e_"‘ = @éﬁ Count w T ’ H ‘
Object browser DEaBSE e ] ‘Statistics I Dependencies I Dependents
Q Servers (1) Enable triggers Val
=[] PostgresqlL 8.4 (ocalhost: 4 e
- _] Databases (3) New Object FE paint
: :] postgres Delete/Drop 83220
|38 template_postgis er postgres
=) taffic_nsight DRpitcadec 2space pg_default
g Catalogs (2) Truncate
=4 Schemas (1) Truncate Cascaded ary key cid
=€ public dl 34
iy Domai Scripts 3 CREATE script
¢ FTS C
S w ETS Di View Data 3 SELECT script
&3 FT5 P4 Reports 3 INSERT script
% ::;—]e Maintenance... UPDATE script o
% Sequey Backup... DELETE script o
= Tables Restore... e
ge
ma Properties...
source_link
spatial_ref_sys O = C
t_trafficstate_link
[ viink_prt S0L pane x
% Trigger Functions (3) - Table: point "
-] Views (2) i
%) Replication (0) - DROP TABLE point;
-7 Tablespaces (2) =
Jobs (0) CREATE TABLE point
Group Roles (0) { —
[ Login Roles (1) c_id character wvarying({S0) NOT NULL,
"name” character varying(200) NOT NULL,
fk_source character varying(36) NOT NULL,
the_geom geometry,
"type"™ integer NOT NULL DEFRULT 0,
editable boolean NOT NULL DEFAULT false, il
rAT new intensr
'l

Retrieving Table details... Done.

2 F N

The SQL editor looks like this:
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[ Query - traffic_insight on postgres@localhost:5432 *

File Edit Query Favourites Macros View Help
DR BRSO LI P REE
SQL Editor | Graphical Query Builder
[JPDATE point
SET c_id=?, "name"=2, fk_source=2?, the geom=?, "type"=2, editable=%,

cap_new=2?, "level"=?, textl=2?, texti=2, texti=2
WHERE <condition>;

&) | i | raffic_insight on post

In this editor, we need only “the geom=", so we can delete the rest of the text. Here we input the
Long/Lat data from the Trafficlnsight as follows:

UPDATE point

SET the_geom = GeometryFromText('POINT(-12454537.97 4970888.39)',4326)
WHERE c_id ='81";

Then we execute the query (the green triangle) and the SQL editor returns a message as follows:

i Query - traffic_insight on postgres@localhost:5432 * EI@
File Edit Query Favourites Macros View Help
O | B e | 3] ﬁ| p| bRl Em | T E[haFﬁc_insighton postgres @localhost: 5432 -
SQL Editor | Graphical Query Builder Scratch pad x
UPDATE point =
5ET the_geom = GeometryFromText ('BOINT (-12454537.97 4970888.39) ", 4326)
WHERE c_id = '81';|

4 | i

3 el
Qutput pane
| Data output | Explain | Messages | History |

Query returned successfully: 1 row affected, 140 ms execution time.

F
d Liniy In3Cal 20 Ch 107
[ e

Now we can close the SQL editor, close pgAdmin Il and start TrafficInsight (Mozilla Firefox). We
should see the new VMS on the GUI:
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@ PTV Trafficinsight - Mozilla Firefox
File Edit View History Bookmarks Tools Help

=

= R

(& &

| | http://localhost/trafficinsight/

- Google lo|

|| PTV TrafficPlatform @ PTV Traffldnslght

J PTV TrafficInsight +

PTV TrafficIns rght _ﬁ Login lJb Optiunsl L) Infnl@ Abuutl

Use Cases

§ 2100 |“l Map Options »
24
i £ Layers
! Elmfwenue 1 —
H | 1 =)&) Base Layers
Wilrriigton e () Open Street Map - CycleMap,

Name:

I-80 WB 300 E

Location: I-80

o Display: -

| % 4 | :.!lnt
[ i § [ schoo
Traffic Viewer Utah g i 2
B ] d|
= | General Settings
- East Wentrorlh Avenuse
View data for: 03/24/2011 A LI
Refresh day list: | refresh |
« | Current Traffic State East Truman Avenue
Time of day: 16:05 w Exst Burton Avenue
Mavigation: S T [ - 2400 suum
Always show latest: [}
| Simulation Control E' East Whitlock Avenue %
&
Run: | Start Simulation | Ezst Bend Averilie & E
= E
Simulation Period: - — Vides teniie "
MOE Summary: Open :DJ " East Leslie Avenue
| East Leslie Avenue
= | Countermeasures Tgate 2700 South
Id: East Southgate Avenue
MName: East Clayhourne Avenue .E
. row g
Location: |East Meal Lane Elegthe:fé?w E
Ramp Metering g E g
2 2

Variable Message Sign

oHlst3CC-By-SA by Open StriMag

Wamack ANENUE | | ivision Lana |

‘Warnock Avenue

600 East
Strest

UG e oS

I Open Street Map - Osmarend
@ Open Street Map - Mapnik
|l Traffic Layers

[F]Ramp Weters

Variable Message Signs

D Level of Service

Opadty

0% 17 100%
Map Info

WGs84 =
Lon: -111.88131

Lat: 40.71825

Zoom Level: 15

Scale: 1:13542

Amend the VMSParialRoutes.csv file for the newly created VMS signs (the example below is given for

the 1-80 WB to 1-15 SB ramp incident scenario):

| VMSPartialRoutes.csv - Notepad

File Edit Format View Help

=N e >

# Lines preceeded by a "#'
# WMS ID; Routing Decision #; Route #;
81;401;1;0.0;0.90;0.75;0.45;
81;401;100;0.0;0.10;0.25;0.55;

80;402;1;0.0;0.90;0.75;0.45;
80;402;100;0.0;0. D? 0. 2[]; 0.35,
80;402;101;0.0;0.03;0.05;0. 20;
35;403 1;0.0;0.80;0.70;0.30;
35;403;100;0.0;0.20;0.30;0.70;
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Level 0; Level 1;

Level 2;

# This file defines the pifferent Traffic Percentages based on Signage!Location{Route when wMs .
symbol are comments and will be ignored by the parser

Level 3;...




How to edit a VMS

Basic steps for editing VMS signs are as follows:

In VM, open Start/pgAdmin 1l
Go to PostgreSQL 8.4 => Databases (3) => traffic_insight => Schemas (1) => public =>

Tables (7) (Figure below)

File

e

ﬂ_! w pgidmin I

Edit Plugins View Tools Help

Object browser

M.‘ 'EE’@

Properties |Siat|st|cs I Dependendies | Dependents

Q Servers (1)

[ PostgreSQL 8.4 (localhost:5432) ety Vaue
.|~ Databases (3) traffic_insight
- postgres 25785
g postares
S0l
Caialcgs {2 pa_default
Schemas (1) pa_default
- € public TS
Domairs (0) English_United States. 1252
FTS Configurations (0) English_United States. 1252
Simulatiot ~{fl] FTS Dictionaries (0) public
~/E FTS Parsers () llow connections? Yes
FTS Templates (0) :
[ % Functions {(685) onnected? Ves
% Sequences (0) onnection limit -1
B ]ﬁ Tables (7) System database? Mo
[ geometry_columns Comment
[E matviews
[ point
[ source_link
[ spatial_ref_sys < = -
[F t_trafficstate_link
[ wlink_prt 5QL pane x
-4 Trigger Functions (3) - Datzbase: traffic_insight
& Views (2)
1% Replication (0) -- DROP DATABASE traffic_insight;

(-, Tablespaces (2)
Jobs (0) CRERTE DATABASE traffic_insight
Group Roles (0} WITH OWNER = postgres
[+~ Login Roles (1) ENCODING = 'UTF&’
LC COLLATE = 'English United States.1252
LC _CIYPE = 'English United States.l1252"

CONNECTION LIMIT = -1;

Retrieving Schema details... Done. 2.02 sers

[N
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Simulatior

Right click on “point”, View Data => View Top 100 Rows (as shown below)

1 pgidmin I
File Edit Plugins View T-=t-—"t=t
ﬁ] Refresh
PO o
Object browser Disable triggers
@ Servers (1) Enable triggers
=[] Postgre5QL 8.4 focalhost
|| Databases (3) Mew Object
_:J postgres Delete/Drop
# template_postgis
traffic_insight Drop Cascaded
g Catalogs (2) Truncate
: Schema§ m Truncate Cascaded
=€ public
~{fyy Domai Scripts
View Data
Reports
Maintenance...
& Seque Backup...
‘J"Iﬁ Tables Restore...
[H ge
[ me Properties...

E=NE-R

%3
0
Es |Siatistics I Dependencies I Dependents
Ny Value
e point
83220
er postares
espace pag_default
ary key c_id
Is (estimated) 34
v Bctor

View Top 100 Rows

View All Rows

View Filtered Rows...

source_link

[ spatial_ref sys
t_trafficstate_link
[ viink_prt

]--% Trigger Functions (3)
=) Views (2)

..1%8 Replication (0)

[ Tablespaces (2)

-1, Jobs (0)

- Group Rales {0)

444 Login Roles (1)

4 1

SQL pane

—- Table: point
—— DROP TRBLE point:

CRERTE TEBLE point

{
c_id character varying(50) NOT NULL,
"name" character varying{200) NOT NULL,
fk_source character varying(3&) NOT NULL,
the_geom geometry,
"type" integer NOT NULL DEFRULT O,
editable boolean NOT WULL DEFAULT false,

Fan new intasar
4 | 1 |

m

Retrieving Table details... Done.

0.66 secs

130




- The editor will open and show the following table:

[=) gSimulator - YMware Workstation [_ O[]
Fle Edt View Team Windows Help

|| Edit Data - PostgreSQL 8.4 (localhost:5432) - traffic_insight - point
File Edit View Tools Help

[Zn |2 @8 T 2w -]
cid name fic_source  |the_geom | type editable
[PK] characte character vai character vai| geometry integer boolean
1 115 58 8000 Sou 10560_1056012 010 1000020E61 25 FALSE
2 |15 115 NB 8000 Sot 12843_11640 1¢ 010 1000020E6 1 26 FALSE
3 16 115 NB 5000 Sou 10127_101271C 010 1000020E61 26 FALSE
4 17 115 NB 4000 Sou 10123_101231C 010 1000020E61 26 FALSE
5 18 T15NB 1300 Sou 12851_128511C 0101000020E61 26 FALSE
6 26 180 EB 3400 We 10678_106781C 0101000020E61 26 FALSE
7 27 180 EB 1500 We 12866_128661z 0101000020E61 26 FALSE
8 28 180 EB 300 East 10221 _102211C 0101000020E61 26 FALSE
9 29 180 EB 2000 Eas 10671_106711C 0101000020E61 26 FALSE
10 35 180 WE 1700 Ea 10670_106701C 010 1000020E61 26 TRUE
FERES) 1215 W 58 500 1 10250_10250 1€ 010 1000020E6 1 26 FALSE
12 |« 1215 W 58 1000 10592_105921C 010 1000020E6 1 26 FALSE
13 41 1215 W 58 3900 10272_102721C 010 1000020E61 26 FALSE
14 42 1215 W 5B 5400 12854_128541C 0101000020E61 26 FALSE
15 43 1215 W NB 410C 10276_102761C 010 1000020E61 26 FALSE
16 44 1215 W NB 100C 10306_103061C 010 1000020E61 26 FALSE
17 45 1215 W NB 170C 12860_1285601C 010 1000020E61 26 FALSE
18 46 12155 EB 400 E 10616_106161C 010 1000020E61 26 FALSE
19 48 12155 WB 1500 10610_106101C 010 1000020E61 26 FALSE
20 49 1215 E NE 3100 10319_103191C 0101000020E61 26 FALSE
2 s 1215 E 584800 | 10637_106371C 010 1000020E6 1 26 FALSE
2 |51 SR201ED 3600 | 4234_4234424% 010 1000020E6 1 26 FALSE
23 52 SR201EB 1300 4258_4258100Z 0101000020E61 26 FALSE
24 6 115 5B 400 Nort 10517_105171C 010 1000020E61 26 FALSE
25 7 115 5B 600 Sout 10061_100611C 010 1000020E61 26 FALSE
26 75 500 S WB Main ¢ 3959_39593951 010 1000020E61 26 FALSE
27 8 115 SB 4000 Sou 10550_105501C 010 1000020E61 26 FALSE
28 80 1-80 WE Parleys 10240_102401C|0101000020E61 26 TRUE
29 81 1-80 WE 300E 10676_106761C 010 1000020E61 26 TRUE
30 9 115 SB 5000 Sou 10124_101241C 010 1000020E61 26 FALSE
31 |Incident 180 WB to 115 5 10544_105441C 010 100002061 1 FALSE
32 R10 1-15NB USB9 | 3466_3466351F 0101000020E61 27 FALSE
33 R11 1-1558 US83 | 3496_1288512¢ 0101000020E61 27 FALSE
34 R7 1-15NB W 4500 4727_47271012 010 1000020E61 27 FALSE
35 R8 1-15 58 W 3300 4413_4413101Z 010 1000020E61 27 FALSE
36 RS 1-15MB 13th 5 4570_45701008 0101000020E61 27 FALSE

cap_new level text1 text2
integer integer vai vai vai

1-15 SB RAMP C I-15 SB RAMP C I-15 RAMP CLOZ

m

1-15 SB RAMP C I-15 SB RAMP C I-15 RAMP CLOZ
1-15 SB RAMP C I-15 SB RAMP C I-15 SB RAMP Cl

- For the VMS you want to edit, click within the “editable boolean” column and check the
check-box; the cell should read “TRUE”;
- Enter the text for the 3 VMS levels by selecting the corresponding cell; for entering two
or three lines of text within the cell, use Shift+Enter

El Edit Data - Postgre5QL 8.4 (localhost5432) - traffic_insight - point

File Edit View Tools Help
B2 B 8

1 10
2 15
3 16
4 17
5 18
6 26
7 27
B 28
9 25
10 |35
11 39
12 |40
13 |41

| 7|

: 100 rows -

name fk_source

115 5B 3000 Sou 10560_105601z 0101000020861 26
115 MB 8000 Sou 12843 _116401C 0101000020861 26
T15MB 5000 Sou 10127_1012710 0101000020861 26
T15MB 4000 Sou 10123_101231C 0101000020861 26
T15MB 1300 Sou 12851_123511C 0101000020861 26
180 EB 3400 We 10678_106731C 0101000020861 26
180 EB 1500 We| 128656_128661: 0101000020851 26
150 EB 300 East 10221_102211C 0101000020861 26
180 EB 2000 Eas 10671_106711C 0101000020861 26
180 WE 1700 Ea 10670_106701C 0101000020861 26
1215 W 5B 5001 10250_102501C 0101000020861 26
1215 W 5B 1000 10592_105921C 0101000020861 26
1215 W 5B 3900 10272_102721C 010100002061 26

the_geom type

b
[PK] characte character vai character val geometry integer

editable
boolean

FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
FALSE
TRUE

FALSE
FALSE
FALSE

cap_new level textl

integer integer

- When the text is edited, click on “Save”
- Close the editor and pgAdmin Il
- When you open TP, the edited VMS should be yellow, and when you click on them you

should see the text that you edited for the three VMS text levels.
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=8

text3

character vai character vai character vai

- AMP C I-15 RAMP CLOZ



